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A Novel task in Learning with Noisy Labels (LNL)
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Typical LNL LNL on fine-grained dataset (LNL-FG) 

Analysis from feature spaceTask comparison

LNL-FG is a more realistic scenario 
and poses greater challenge !



A prior study on LNL-FG
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Results of ten methods on four noisy fine-grained datasets with sym. 20% label noise 

Not all robust methods outperform the performance of vinalla cross-entropy on LNL-FG task 



Preliminaries
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 Problem definition
• Input space:  �
• Label space: � = {1,2, . . . , �}
• A training set drawn i.i.d. from a distribution: ���

 Motivation
• Challenge: Large inter-class ambiguity among classes in LNL-FG leads 

to severe overfitting of deep models to noisy labels.
• Our solution: Encouraging discrimitive feature not only confronts 

overfitting to label noise but also facilitates the learning of fine-grained 
task.



Contrastive learning meets noisy labels
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 Supervised contrastive learning

We leverage the framework of contrastive learning to enhance discrimitive feature 

Noisy labels degrades the quality of the anchor, the positive and negative list.



Method：Stochastic Noise-tolerated contrastive learning
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  Noise-tolerated supervised contrastive learning

• A weight-aware mechanism

Give a sample ��, the weight can be written as

• Two weighted strategies
weighted correction strategy for noisy anchor weighted update strategy for noisy Pos/Neg 

Update Pos/Neg with the probability of 



Method：Stochastic Noise-tolerated contrastive learning
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  Stochastic feature embedding

the stochastic feature can be sampled from a generated gaussian distribution 



Our framework
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Total training objective

Our proposed SNSCL is generally applicable to prevailing LNL 
methods and significantly improves their performance on LNL-FG



Experimental results
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SNSCL significantly improves current methods on four fine-grained datasets with sym. noise



Analysis
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(a) SNSCL imporves the performance of three loss functions
(b) SNSCL mitigates overfitting under extreme noise ratios  

Effectiveness of each component has been verified 



Summary
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 We consider a hardly studied LNL task, dubbed LNL-FG and conduct empirical 
investigation to show that some existing methods in LNL cannot achieve satisfying 
performance for LNL-FG.

 We design a novel framework dubbed stochastic noise-tolerated supervised contrastive 
learning (SNSCL), which alters the noisy labels for anchor samples and selectively updates 
the momentum queue, avoiding the effects of noisy labels on SCL.

 We design a stochastic module to avoid manually-defined augmentation, improving the 
performance of SNSCL on representation learning.

 Our proposed SNSCL is generally applicable to prevailing LNL methods and significantly 
improves their performance on LNL-FG.
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Thank you ！


