


Introduction

Understanding human structure from monocular images is one of the 
fundamental topics in computer vision: 

• Human Pose Estimation (HPE) 
• Human Mesh Reconstruction (HMR)

In these tasks, feature maps are often extracted first from the image by a 
CNN backbone, and then further processed by transformer to predict the 
pose and mesh output.
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Limitations: 

• Current transformer such as ViT can only deal with the flattened 
features when modeling attention. Feature maps with the shape of 
[n, h, w] need to be flattened as [n, d], forcing an unnatural 
flattening of the location-sensitive human structural information.

• Furthermore, large embedding dimension makes the transformer 
computationally expensive. 
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Therefore, we propose a Feature map-based transformER (FeatER) 
architecture to properly model feature maps in a resource-friendly manner. 

• FeatER preserves the feature map representation in the transformer 
encoder when modeling self-attention, which is naturally adherent with 
the HPE and HMR tasks.

• The decompositional design simultaneously provides a significant 
reduction in computational cost compared with the vanilla transformer. 
This makes FeatER more suitable for the needs of real-world applications.



FeatER

An overview of our proposed network for 2D HPE, 3D HPE, and HMR tasks.





Experiment Results (2D HPE)



Experiment Results (3D HPE and HMR)



Qualitative Results



Qualitative comparison with SOTA method METRO (in-the-wild images)



Thanks for watching!


