


1. Introduction
◼ In this paper, we propose the test-time corruption robustness consistency evaluation (TeCo), a novel 

test-time trigger sample detection method that only needs the hard-label outputs of the victim models 

without any extra information.



2. Insights
◼ Given a backdoor-infected model, it will show clearly different robustness for trigger samples 

influenced by different image corruptions. However, for the clean images, the model will show 

similar robustness against the majority of image corruptions.
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3. Method
◼ A reasonable understanding is that the reduction of ACC or ASR is equivalent to the transitions of 

prediction labels. Consequently, we can evaluate the corruption robustness consistency in the 

inference stage by adding image corruptions with growing severity, and recording the severity when 

the model's hard-label prediction gets changed. 



4. Evaluations
◼ Extensive experiments demonstrate that compared with state-of-the-art defenses, TeCo outperforms 

them on different backdoor attacks, datasets, and model architectures, enjoying a higher AUROC by 

10% and 5 times of stability.



5. Beyond TeCo
◼ An adaptive loss to attack the proposed TeCo:

The adaptive loss grows 

when the backdoor loss 

decreases, which means 

the success on the dual-

target loss function may 

drive the model to behave 

differently in terms of 

corruption robustness.



5. Beyond TeCo
◼ The adaptive loss pushes the trigger samples from the edge of latent space to the center, making them 

have a similar distance to different clean samples. Thus, a possible way to attack TeCo is to embed 

trigger samples in the middle of the latent space.



Thanks!
https://github.com/CGCL-codes/TeCo
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