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Data distribution heterogeneity in federated learning usually cause accuracy drop in global model



Introduction

 Data distribution of five clients can be 
represented by a distribution fusion 
model with three virtual components.

 Client models can be aggregated 
based on components to better 
approach centralized training.



Problem Definition
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First step is to modify the optimizing target:

reallocate local models with weight 𝑏𝑏𝑘𝑘𝑘𝑘 to m 
component, then aggregate component with 
weight 𝜋𝜋𝑚𝑚.
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Client 𝑘𝑘
d𝑘𝑘 = {𝜇̂𝜇𝑘𝑘 , �𝜎𝜎𝑘𝑘 , 𝛽̂𝛽𝑘𝑘 , �𝛾𝛾𝑘𝑘}

 𝜇̂𝜇𝑘𝑘:means
 �𝜎𝜎𝑘𝑘:standard deviations
 �𝛽𝛽𝑘𝑘:shift means
 �𝛾𝛾𝑘𝑘:scaled standard 

deviations
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Optimal aggregation weights require accurate local data distributions, we gather 
parameters of normalization layers, and use Variational AutoEncoder to infer local 

distribution parameters, in order to construct local data distributions.



Variational AutoEncoder
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Optimizing Procedure

Where 𝑔𝑔𝑖𝑖~ 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(0,1)

Sampling

Sampling

To better optimize distribution parameters, we design following sampling methods:



Experiment

Datasets:

BackBone Models：
ResNet18[9], DenseNet121[11], MobileNetV2[36], LeNet[24], BiLSTM[]
Benchmarks:
Single-model: FedAvg[30], FedProx[26], Fed-GN[10], FedMA[43]
Multi-model: FeSEM[46], IFCA[7], FedCluster[2], FedGroup[6]

Datasets Data Type Train Test Total

MNIST[25] 1 channel image 60,000 10,000 70,000

Fashion-MNIST[44] 1 channel image 60,000 10,000 70,000

CIFAR-10[22] 3 channel image 50,000 10,000 60,000

Sentiment140[8] Text data - - 1,600,000



Experiment

FedFusion(blue line) shows the lowest loss, and converges 
the fastest among all evaluated algorithms



Experiment

Comparison of average test accuracy on non-IID datasets



Experiment
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Inferred by FedFusion

FedFusion accurately infer and reconstruct global data distribution, 
gives Fedfusion ability to approach centralized training.



Experiment

Comparison of feature distribution bias

Normalization layer in models trained 
by FedFusion has fewer bias 

compared with centralized trained 
model, also shows FedFusion

approximate centralized training well.



Experiment

With different hyper-parameter 
settings, FedFusion shows 
better robustness.



Thank You!
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