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Preview
• We aim to derive ViTs with fewer computations and fast inference speed
• We propose a pruning parameterization method to formulate the pruning problem of 

semantic segmentation.
• We adopt a bi-level optimization method to solve this problem with the help of implicit 

gradients.



Introduction

• Background
• Segmentation models usually have heavy computational cost.
• Many light-weight models are designed for desktop GPUs.
• NAS and pruning methods cost huge memory and training time.

• Goal
• Derive ViTs with fast inference speed on edge devices.



Problem Formulation

• Previous methods
• Depend on the magnitudes of model weight.
• Adopt the in-differentiable sorting operations.
• Leads to inconsistent performance and additional overhead.

• Our method
• Uses a soft mask to indicate whether to prune.
• Get rid of sorting operations.



Problem Formulation

• Soft mask construction
• Adopt channel pruning to search for a suitable width for each 

convolution (CONV) layer.
• Insert a depth-wise CONV layer following each CONV layer.
• 𝑠! can serve as a soft mask or pruning indicator



Problem Formulation

• Forward and backward propagation
• We adopt a threshold 𝜏, and the forward pass with the mask is 

represented as:



Problem Formulation

• Training Loss
• Cross-Entropy loss and regularization loss



Problem Formulation

• Bi-Level optimization



Proposed method

• Bi-Level optimization method
• In the first step, we update the weights w with a few training steps 

for a fixed mask s.
• Next in the second step, we update s with implicit gradients.



Problem Formulation

• Difference with other pruning works
• Decouple the pruning policy from model parameter magnitudes.
• Our method does not have such a constraint that pruned weights 

should be zero.
• Our mask method is more straightforward and effective.



Experiments & Results

• Datasets
• ADE20K: 25k training, 2k validation with 150 label classes.
• Cityscapes: 2,975 training, 500 validation, and 1,525 for testing 

with 19 label classes.
• Pascal VOC 2012: 1,464 training and 1,449 images validation.



Experiments & Results

• Tested model
• TopFormer
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Ablation Study
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