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Deep Learning is Pervasive on Edge Computing

Robotics IoT  Application  Mobile Application

Autonomous-driving Facial recognition



Not All Inputs Require the Same Computations

[1] Shallow-Deep Networks: Understanding and Mitigating Network Overthinking (ICML 2020)
[2] Dynamic Neural Networks: A Survey   (TPAMI 2021)

Not all inputs require the same computations (The figure is 
taken from [1])

The real-time requirements of on-device DNN 
applications 

Dynamic Neural Networks [2]



Background
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Dynamic Neural Networks (DyNNs) 
allocate different computational 
resources for different inputs.

Can we inject efficiency backdoors into 
DyNNs that only affect DyNNs’ computational 
efficiency on triggered inputs, while keeping 
DyNNs’ behavior in terms of accuracy and 
efficiency unchanged on benign inputs?
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Problem Formulation
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We summarize three properties of the efficiency-based backdoor attacks

a.Unnoticeable to users 
b.Effective to degrade model efficiency on triggered inputs
c.Behave normally on benign inputs 



Design Overview
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1.2. Backdoor Implantation
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Inject Adversary Trigger into the Target DyNN

1. Backdoor Injection Phase 2. Online Attack Phase

2.1. Distributing Backdoor Model

2.2 Abuse the Resources

Harm DyNN System Availability  
With the Adv Trigger

The uniform distribution is the optimal target distribution that will result in the DyNN 
model consuming the most computational resources among all distributions



Evaluation
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Datasets: CIFAR-10, and Tiny-ImageNet.
Backbone Networks: VGG19, MobileNet, and ResNet5.
DyNN Training Algorithms: IC-Training and ShallowDeep.

Effectiveness Evaluation:
(i) Computational complexity on triggered inputs and (ii) EEC Scores

Stealthiness Evaluation:
(i)Symmetric Segment-Path Distance (SSPD) distance  (ii) the Hausdorff distance



Evaluation (Effectiveness)
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Evaluation (Stealthiness)
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Evaluation (Stealthiness)
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Conclusion

•We characterize the efficiency backdoor 
vulnerability in DyNN models
•We propose an attack algorithm to inject 

efficiency backdoors into DyNN models
• Evaluation results suggest the effectiveness of 

our proposed methods.
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Thank You 
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