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▪ Given:

• Unknown benign distribution 𝐷

• Unknown backdoor distribution 𝐷𝑎, it is sufficiently different to 𝐷.

• A backdoor model 𝑓∗

• A small set of benign samples 𝐷𝑠 = 𝑥 𝑥 ~ 𝐷}

▪ Goal: Find a benign cloned model 𝑓𝑐, such that

• Functionality : 𝔼 𝑥,𝑦 ~𝐷 𝑓𝑐 𝑥 − 𝑓∗ 𝑥
2

≤ 𝜖

• Sanity : 𝔼 𝑥𝑎,𝑦𝑎 ~𝐷𝑎𝕝 𝑓
𝑐 𝑥𝑎 ≠ 𝑦𝑎 ≥ 1 − 𝛿



Strong backdoors were adversarially trained with 
augmented backdoor data.

Fragile backdoors didn’t use augmentations.
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Clone 1. Randomly initialized model. 

2. Optimize model, s.t. 𝑦1 ≈ 𝑦2.
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High importance on 

sufficiently activated neurons.

High importance on

neurons that greatly 

impacts the results.
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Has backdoor pattern

No backdoor pattern



Only two percent is required to achieve similar performance on CIFAR10.
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𝐸 𝑥,𝑦 ∼𝑆 𝑙𝛾 𝑓𝑘 𝑥 , 𝑦 − 𝑙𝛾 𝑓∗ 𝑥 , 𝑦 ≤
1
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෍
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log(2/𝛿)
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• Cloning is better than train from scratch and knowledge distillation using small set

• Reduce the function complexity by constraining on intermediate layers, hence 

yield a tighter upper bound  

෠𝑅 𝐿𝑘 𝐷𝑠) ෠𝒪 𝑀𝐸𝐷𝐼𝐶 ෠𝒪 𝐾𝐷≤ ≤

[1] Rademacher and Gaussian complexities: Risk bounds and structural results, Journal of machine Learning Research 2002, Bartlett, Peter L. et al.
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