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What we do: It is possible to clone the model without bad behaviors.
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What we do: It is possible to clone the model without bad behaviors.
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Background: Backdoor Attacks

Backdoor Examples

Backdoor Benign
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Problem: Remove Model Backdoor

Definition
= Given:
 Unknown benign distribution D
 Unknown backdoor distribution D, it is sufficiently different to D.

A backdoor model f*

 Asmall set of benign samples D; = {x|x ~ D}

» Goal: Find a benign cloned model f¢, such that
* Functionality : E¢, y)~p (||fc(x) - f*(x)||2) <
« Sanity : [E(xa,ya)vaaﬂ(fc(xa) +y,)=>1-6

1.
= -
E PURDUE Department of Computer Science E\IVﬁ ZORB‘mle Eémm_/m

UNIVERSITY VANCOUVER, CANADA MEDIC: Model Backdoors via Importance Drive




Challenge: Finetuning cannot Remove Stronq Backdoors

Existing works primarily based on fine-tuning.
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Strong backdoors were adversarially trained with
augmented backdoor data.
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Our Design: Clone from scratch with Importance Criterion

Cloning from Scratch.
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Cloning from Scratch.
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Cloning from Scratch.
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Our Design: Clone from scratch with Importance Criterion

Cloning from Scratch.
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Cloning from Scratch.
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Our Design: Clone from scratch with Importance Criterion

Importance Criterion to prevent copying Backdoor functionalities.
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Our Design: Clone from scratch with Importance Criterion

Importance Criterion to prevent copying Backdoor functionalities.
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Our Design: Clone from scratch with Importance Criterion

Importance Criterion to prevent copying Backdoor functionalities.
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How much data is required to recover the model?

Only two percent is required to achieve similar performance on CIFAR10.
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Theoretical Analysis

« Cloning is better than train from scratch and knowledge distillation using small set

* Reduce the function complexity by constraining on intermediate layers, hence

yield a tighter upper bound
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Theoretical Analysis

« Cloning is better than train from scratch and knowledge distillation using small set

log(2/6)

Eqy~silly (F¥(x),y) — L (F*(x), )] < 2 1L, (FC0),y) = L(f*(x),y)] + 2R(L¥|Ds) + 3

|D |
(x,y)EDs

2|Ds

* Reduce the function complexity by constraining on intermediate layers, hence

yield a tighter upper bound
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log(2/6)
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Theoretical Analysis

« Cloning is better than train from scratch and knowledge distillation using small set

- log(2/6
Egeyy-silly (F*(0),y) = L,(F* (), )] < |D| Z (L, (F¥ G, y) = L,(F* (), )] + 2R(L¥|Ds) + 3 O§|(D/|)
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* Reduce the function complexity by constraining on intermediate layers, hence
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Theoretical Analysis

« Cloning is better than train from scratch and knowledge distillation using small set

~ log(2/6
Eayrsilly (Ff@.y) = L, (f*@).»)] < |D| Z |5, (F4C0), ¥) = L, (F* G, )| + 2R(LF[Ds) + 3 O§|(D/|)
(x,y)EDg S
Training Error Function  Uncertainty

Complexity

* Reduce the function complexity by constraining on intermediate layers, hence

yield a tighter upper bound
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Theoretical Analysis

« Cloning is better than train from scratch and knowledge distillation using small set

R(L¥|Ds) < O(MEDIC) < O(KD)

* Reduce the function complexity by constraining on intermediate layers, hence

yield a tighter upper bound

[1] Rademacher and Gaussian complexities: Risk bounds and structural results Journal of machine Learning Research 2002, Bartlett, Peter
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Result

Comparison of ASR with other methods
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THANK YOU

Website: https://qgiulingxu.github.io/

Email: xu1230@purdue.edu

About Qiuling Xu:

| am a 5-th year PhD student who focuses on the robustness of
machine learning model. | also study related problems in computer vision,
natural language processing and recommendation system. | am currently
interning in Google Research. | will join Netflix as a researcher later.
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