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Self-Supervised Learning

Facebook AI

Towards General Representations

Yann LeCun

A Path Towards Autonomous Machine Intelligence

OpenReview, 2022.

Approach


Learn to represent data by capturing 
mutual dependencies between 
inputs
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What do we have so far?

Facebook AI

Common Approaches for Visual Representation Learning
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Learn representations by capturing mutual dependencies between inputs…
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What do we have so far?
Common Approaches for Visual Representation Learning

Chen et al., 

A Simple Framework for Contrastive Learning of Visual Representations

ICML, 2020.
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Limitations: 
Semantic level of representations also 
depends on certain assumptions…

Self-Supervised Methods
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Canonical Joint-Embedding Architecture
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What do we have so far?

Facebook AI

Learn representations by capturing mutual dependencies between inputs…

Mask Denoising Architectures

He et al., 

Masked Autoencoders Are Scalable Vision Learners

arXiv, 2021.
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Common Approaches for Visual Representation Learning
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Self-Supervised Learning
Generative Architectures

Generative architectures tend to learn 
representations of a lower semantic level…
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ŷ

x

x-encoder

y

y-encoder

D(sx , sy)sx

sy

Joint-Embedding Architecture Generative Architecture

Learn representations by capturing mutual dependencies between inputs…

x

x-encoder

predictorz

y

y-encoder
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Image JEPA

Facebook AI

Towards More General Representations
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From a single context block, predict 
representations of various target blocks… 
 
    … no hand-crafted data augmentations!
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Image JEPA

Facebook AI

Towards More General Representations

Very efficient…

Training ViT-Huge/16 with I-JEPA is faster than 
training ViT-Small/16 with iBOT! 
 
Converges faster than generative methods, 
which require many epochs of pre-training 
(MAE)
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Image JEPA

Facebook AI

Towards More General Representations

I-JEPA is non-generative…

Same method in pixel space performs much 
worse on semantic classification tasks…
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Image JEPA

Facebook AI

Towards More General Representations
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Image JEPA

Facebook AI

Towards More General Representations

I-JEPA captures global semantics…

• Outperforms generative methods


• Closes gap with view-invariance methods

Linear transfer to semantic image-level visual tasks 



16

Image JEPA

Facebook AI

Towards More General Representations

I-JEPA also captures local information…

• Outperforms view-invariance methods in 
low-level tasks (e.g., depth prediction)


• Comparable with generative methods

Linear Transfer to Low-Level Visual Tasks 
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Image JEPA

Facebook AI

Towards More General Representations

ImageNet 1% Semi-Supervised Evaluation

Scaling I-JEPA…

New SoTA for ImageNet semi-supervised eval…


