Instance-specific and Model-adaptive
Supervision for Semi-supervised Semantic
Segmentation



Brief Introductlon
Instance-specific and Model-adaptive Supervision (iMAS)
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» A standard teacher-student framework:
» Quantitative hardness analysis: 1) unlabeled instance 2) model’s training status
» Hardness-based Model-adaptive supervision: 1) augmentations 2) unsupervised loss
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Background

» Why Semi-supervised Semantic Segmentation (SSS)?

» The success of supervised semantic segmentation depends closely on large datasets
with high-quality pixel-level annotations.

» Delicate and dense pixel-level labelling is costly and time-consuming, which
becomes a significant bottleneck in practical applications with limited labelled data.

» How recent SSS work? (leveraging the unlabeled data)

» Pseudo-labeling: Train on labeled data and then generate pseudo-labels on unlabeled data,
iteratively adding high-confidence predicted unlabeled data to labeled set.

» Consistency regularization: Apply data or model perturbations and enforce the
prediction consistency between two differently-perturbed views for unlabeled data.
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Motivation

> Motivations:

» Weakness1: Despite their promising performance, recent SSS studies come at the
cost of introducing extra network components or additional training procedures.

» Weakness2: Most existing studies treat all unlabeled data equally and barely
consider the differences and training difficulties among unlabeled instances.

» We believe that differentiating unlabeled instances can promote instance-specific
supervision to adapt to the model's evolution dynamically.

» Our Goal: instance-specific and model-adaptive supervision (iMAS)
» all the operations on different unlabeled instances should
» adapt to the training status of the model
» Dbe adjusted based on their learning difficulties
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Method

Instance-specific and Model-adaptive Supervision (iMAS)
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» A standard teacher-student framework:
» Quantitative hardness analysis: 1) unlabeled instance 2) model’s training status
» Hardness-based Model-adaptive supervision: 1) augmentations 2) unsupervised loss
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Method (cont.)

e Quantitative hardness analysis

e A class-weighted teacher-student symmetric IoU.
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Method (cont.)

e Model-adaptive supervision

e Hardness-adaptive data perturbations:

e Intensity-based augmentations
Ag (ui) = YAy (us) + (1 = 7i) Aw (ui) ®)

e Cut-mix-based augmentations
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e Hardness-adaptive unsupervised loss:
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Experiments: Comparison with SOTAs

Method ResNet-50 ResNet-101 Method | V16 18 14 12 Ful
1/16 (662) 1/8(1323) 1/4(2646) | 1/16 (662) 1/8(1323) 1/4(2646) ethol 92) (183) (366) (732) (1464)
MT [39] 66.8 70.8 73.2 70.6 732 76.6 CutMix-Seg [12] | 522 635 695 737 1765
CCT[33] | 652 70.9 73.4 68.0 73.0 76.2 PseudoSeg [55] | 57.6 655 69.1 724 732
CutMix—Seg [12] 68.9 70.7 72.5 72.6 72.7 74.3 Pc2seg [52] 57.0 66.3 69.8 73.1 74.2
GCT [22] 64.1 70.5 73.5 69.8 73.3 75.3 CPS[7] | 641 674 717 759 )
CPS [7] 72.0 73.7 74.9 74.5 76.4 7.7 ST++[45] | 652 710 746 713 791
PSMTY [26] 72.8 75.7 76.4 755 782 78.7 iMAS (ours) | 68.8 744 785 795 812
ELN [23] 70.5 73.2 74.6 72.5 75.1 76.6 .
ST++ [45] 72.6 74.4 75.4 74.5 76.3 76.6 U°PL} [41] | 68.0 692 737 762  79.5
iMAS (ours) 74.8 76.5 77.0 76.5 77.9 78.1 iMAS}(ours) | 70.0 753 791 80.2 82.0
2
IMIiSP kiﬁ)l:g ’;52',?) ;227 ;gi ;ié ;;i ;g; Table 3. Comparison with SOTA methods on classic PASCAL

Table 2. Comparison with SOTA methods on PASCAL VOC 2012 val set under different partition protocols. Labeled images are sampled
from the blender training set (augmented by SBD dataset), including 10, 583 samples in total. $ means the results are obtained by setting
the output_stride as 8 in DeepLabV3+ (16 for others). * denotes our reproduced results. Best results are highlighted in bold.
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VOC 2012 val set under different partition protocols. Labeled
images are sampled from the official VOC train set, including

1, 464 samples in total. Results are reported using Resnet-101. All
notations are the same as in Table 2.



Experiments (Cont.)

116 18 14 112
Method | je00  (372) (744) (1488)
Supervised * | 64.0 692 730 764
MT[39] | 66.1 720 745 774
CCT[33] | 664 725 757 768
GCT[22] | 658 713 753 771
CPS[7] | 744 766 778 788
CPSt[41] | 69.8 743 746 768
PSMT[26] | - 758 769 716
ELN[23] | - 703 735 753
ST++[45] | - 727 738 ;

U?PL* [41] | 67.8 725 748 771
iMAS (ours) | 74.3 774 78.1 79.3
U?PLi* [41] | 69.0 730 763  78.6
iMAS (ours)} | 75.2 78.0 782 80.2

Table 4. Comparison with SOTA methods on Cityscapes val set
under different partition protocols. Labeled images are sampled
from the Cityscapes t rain set, including 2, 975 samples in total.

Results are reported using Resnet-50.

and T represent repro-
duced results in iMAS and U?PL, respectively. Results with i are

obtained by setting the output_stride as 8 in DeepLabV3+.
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iMAS on
Loss £,, | Augs of Al | Augs of AY wlCU()
72.1 (supervised)
v 75.5 (3.41)
v 76.5 (4.47)
v 76.9 4.81)
v v v 77.9 (5.81)

Table 5. Ablation studies on the effectiveness of the instance-
specific model-adaptive supervision on the unsupervised loss,
intensity-based and CutMix augmentations, respectively. Results
are reported on PASCAL VOC 2012 under the 1/8 (1323) par-
tition using Resnet-101 as the backbone. Improvements over the
supervised baseline are marked in blue.
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Figure 2. Effectiveness of iMAS on the unsupervised loss,

intensity-based and CutMix augmentations, respectively.
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Conclusion

» In this paper, we highlight the instance uniqueness and propose iIMAS,
an instance-specific and model-adaptive supervision for semi-
supervised semantic segmentation.

» Relying on our class-weighted symmetric hardness-evaluating
strategies, IMAS treats each unlabeled instance discriminatively and
employ model-adaptive augmentation and loss weighting strategies on
each instance.

» Without introducing additional networks or losses, iMAS can
remarkably improve the SSS performance.
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Experiments (Cont.)
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