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Previous Approaches

● Motion Guidance:

✅ Multi-directional motion

✅ Refinement 
❌ Accurate annotation requirement

❌ Handcrafted heuristics dependence

Figure from Zhong et al. “Animation from blur: Multimodal blur decomposition with motion guidance”. ECCV, 2022



Previous Approaches

● Motion Guidance:

✅ Multi-directional motion

✅ Refinement 
❌ Accurate annotation requirement

❌ Handcrafted heuristics dependence

Our goal
Separate the solution space

Consistent and efficient order alignment 

No heuristic dependence
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Proposed Method - HyperCUT Training

Loss function:

With

● For each sample , , our objective:
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HyperCUT Regularization

force to be on one side of h



HyperCUT Regularization

Total Deblurring Loss: where        can be any deblurring loss



Datasets



Datasets - Real

● We propose a real-world 
blur2vid dataset

● Three categories: Street, 
Face, and Hand



Datasets - Synthetic

● REDS
○ 120fps 
○ Interpolate frames to form 7 sharp 

sequences 

● B-Aist++
○ Config augmentation and setting 

proposed as in [3]

[3] Zhihang Zhong, Xiao Sun, Zhirong Wu, Yinqiang Zheng, Stephen Lin, and Imari Sato. Animation from blur: Multimodal blur decomposition with motion guidance. ECCV, 2022
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● We define 2 metrics:
○ hit: is the ratio of frame pairs (xk, xN−k)  that satisfy:

○ con: measures the consistency ratio that the pairs x1, x7 ), (x2, x6), and 
(x3, x5) are in the same side of the hyperplane h.

Results - Order Accuracy of HyperCUT 
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The t-SNE visualization of HyperCUT ordering mapping

RB2V-Street (Real) REDS (Synthetic)



Results - HyperCUT Effectiveness

[2] Kuldeep Purohit, Anshul Shah, and AN Rajagopalan. Bringing alive blurred moments. CVPR, 2019
[1] Meiguang Jin, Givi Meishvili, and Paolo Favaro. Learning to extract a video sequence from a single motion-blurred image. CVPR, 2018

● For fair comparison, as forward and backward frames are plausible solutions, we 
define metric         where      is represented for PSNR, SSIM, LPIPS
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Results - HyperCUT Effectiveness

The pPSNR↑/ pSSIM↑ / pLPIPS↓ scores

[3] Zhihang Zhong, Xiao Sun, Zhirong Wu, Yinqiang Zheng, Stephen Lin, and Imari Sato. Animation from blur: Multimodal blur decomposition with motion guidance. ECCV, 2022

Results on the B-Aist++ dataset



Results - HyperCUT Effectiveness 

[3] Zhihang Zhong, Xiao Sun, Zhirong Wu, Yinqiang Zheng, Stephen Lin, and Imari Sato. Animation from blur: Multimodal blur decomposition with motion guidance. ECCV, 2022

Blur Motion 
Guidance

[3] [3] + HyperCUT GT



Conclusion

● We introduce HyperCUT which is used to solve the order-ambiguity 
issue effectively for the task of extracting a sharp video sequence from 
a blurry image.

● We build a new dataset for the task - RB2V, covering three categories: 
Street, Face, and Hand. This is the first real and large-scale dataset for 
image-to-video deblurring.

● Our model achieves state-of-the-art performance on both synthetic 
and real-world benchmarks.

● Future research on adapting HyperCUT for handling complex 
movements and long exposure blur would be an interesting avenue for 
exploration.

Code
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