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Highlights of the Paper
Self-Supervised Learning (SSL) is a promising approach for fine-grained tasks.
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Highlights of the Paper
We can assume an Open-Set to build a versatile model.
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Highlights of the Paper
We propose a novel and simple coreset sampling algorithm, SimCore.
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Motivating Experiments
Addressing distribution mismatch between fine-grained dataset and open-set is a 
critical issue.
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1. SSL on the open-set (𝑂𝑆) does not always outperform SSL on target dataset (𝑋).
2. Selecting relevant class samples (𝑂𝑆!"#$%&) show the significant performance gains.



Problem Setting
We first propose a realistic OpenSSL task, where sampling the coreset is important on 
SSL performance.  
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Method: SimCore Algorithm
We introduce a simple coreset sampling algorithm, coined as SimCore.
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→ Retrieval model
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→ Finding a subset 𝑆 that maximizes Eq. 2:
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→ Finding a subset 𝑆 that maximizes Eq. 2:

𝒙 ∈ )𝑿

!𝒇 𝑺



Method: SimCore Algorithm
We introduce a simple coreset sampling algorithm, coined as SimCore.
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→ Finding a subset 𝑺∗ that maximizes Eq. 2:

𝑥 ∈ -𝑋

$𝑓 𝑆



Method: SimCore Algorithm
We introduce a simple coreset sampling algorithm, coined as SimCore.
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→ Iterative coreset sampling



Linear Evaluation Performance

14

For 11 fine-grained datasets, open-set does not always improve the performance.



Linear Evaluation Performance
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SimCore with certain sampling ratios has showed the performance gains.



Linear Evaluation Performance
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With a stopping criterion, SimCore automatically sample the enough amount of coreset.



Robustness of SimCore
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SimCore is robust to various architectures and SSL methods.



Various Open-Sets
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With curated open-sets, SimCore can sample relevant coresets.



Qualitative Evaluation
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We visualized selected samples of Places365 (top) and iNaturalist coreset (bottom).



Qualitative Evaluation
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SimCore with larger 𝑘 centroids could sample the similar classes samples.



Downstream Tasks
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SimCore outperforms baselines on various downstream tasks.



Comparisons to Open-Set Framework
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We have compared our OpenSSL framework to two different frameworks, which utilize 
unlabeled or noisy-labeled open-sets.



Comparisons to Open-Set Framework
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We have compared our OpenSSL framework to two different frameworks, which utilize 
unlabeled or noisy-labeled open-sets.

1. When the SimCore model is simply fine-tuned on each target, it outperforms others.
2. SimCore can synergize with both frameworks, serving as an effective initialization.
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Please check our paper and come to TUE-PM-326 :)
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