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Preview of Underwater Benchmarks

❖ Lack of real data:  domain gap

❖ Limited data size:

(b)

(c)

(a)

dataset UIEB ImageNet COCO

Number 890 >14,000,000 200,000

Figure 1. Examples from different benchmarks.



Motivation – Semi-supervised Learning
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Figure 2. Semi-supervised learning

Figure 3. Framework of mean-teacher
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1) The consistency loss used in training might become ineffective when the teacher’s prediction is wrong

2) Using L1 distance may cause the network to overfit wrong labels, resulting in confirmation bias



Method – Semi-UIR

❖ Contributions:

Figure 4. Illustration of our framework Semi-UIR

1) SSL framework improves the generalization of the trained model on real-world data

2) Reliable bank stores best-ever teacher outputs and ensures the reliability of pseudo-labels

3) Contrastive loss works as a regularization form to alleviate confirmation bias



Method – Reliable Teacher-student Consistency
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❖ Wrong pseudo labels can potentially jeopardize the training of the student network
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❖ To address the issue, we propose a reliable bank to store the best-ever outputs of the 

teacher network during the training process

Figure 5. Examples of unreliable consistency

Figure 6. Update of reliable bank



Method – Reliable Metric Selection

❖ Empirical analysis

Degraded image:  𝒙 Clean image:  𝒚

Fusion coefficient:          𝜶𝒊 = 𝟏 × 𝒊, 𝒊 = 𝟏,… , 𝟏𝟎

Linear combination:   𝒛𝒊 = 𝜶𝒊 × 𝒙 + (𝟏 − 𝜶𝒊) × 𝒚

❖ Monotonicity law

An NR-IQA metric is identified as reliable if its score on 𝒛𝒊 decreases with the increase of 𝛼

Figure 7. Exampes of image fusion based on different 𝛼

Figure 8. The results of seven non-reference IQA 

indicators on EUVP benchmark, MUSIQ wins!



Method – Contrastive Regularization
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❖ To alleviate confirmation bias, we introduce contrastive loss in the training

❖ How to construct positive & negative pairs and feature space?
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Figure 9. Contrastive loss



Method – Underwater Restoration Network

❖ Certain prior information: illumination prior, gradient prior

❖ Two branches: illumination-aware restoration branch and gradient branch

Figure 10. Structure of AIM-Net



Experiments – Quantitative Results

Table 1. Quantitative results on full-reference datasets

Table 2. Quantitative results on four non-reference datasets



Experiments – Qualitative Results

Figure 11. Qualitative Results



Experiments – Influence of innovation points

❖ Non-reference Metric

❖ Data Augmentation❖ Breakdown of training

Figure 12. Examples of intermediate predictions

Table3. Evaluation of using different data augmentation

Table4. Evaluation of adopting different NR-IQA metrics



Thank you!


	幻灯片 1
	幻灯片 2: Preview of Underwater Benchmarks
	幻灯片 3: Motivation – Semi-supervised Learning
	幻灯片 4: Method – Semi-UIR
	幻灯片 5: Method – Reliable Teacher-student Consistency
	幻灯片 6: Method – Reliable Metric Selection
	幻灯片 7: Method – Contrastive Regularization
	幻灯片 8: Method – Underwater Restoration Network
	幻灯片 9: Experiments – Quantitative Results
	幻灯片 10: Experiments – Qualitative Results
	幻灯片 11: Experiments – Influence of innovation points
	幻灯片 12

