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Hedged predic#ons

Measures spa5al hedging

Measures categorical hedging



Inspira5on from bo@om-up methods.

Mi#ga#ng hedging

Seman&c Sor&ng: re-rank instances based on seman5c 
masks.

Seman5c NMS:  Remove instances that do not have 
“occupancy” from seman5c mask.



Qualita#ve results



Let’s dive deeper!



A toy example

🤩
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Defining hedging

🤯



Mo#va#on



A closer look

How to dis5nguish this?



Shouldn’t NMS be clearing this up?



Spa#al hedging



Categorical hedging



Quan1fying hedging



Duplicate confusion (DC)

What is the average overlap between any two instances?



Duplicate confusion (DC)



Duplicate confusion (DC)



Duplicate confusion (DC)



Naming Error (NE)



Naming Error (NE)



Other metrics

Good at coun5ng FPs, FNs. Evaluates mask quality.



Mi1ga1ng hedging



Seman#c Sor#ng and NMS

Time complexity = O(n)



Experiments

Toy experiment (isolate the spa5al hedging problem)



Experiments

Performance on COCO dataset   (Ours = SOLOv2 + Seman5c NMS and Sor5ng)



Experiments

Abla5on of different NMS techniques.



Results



Results



Summary

mAP:
•penalizes high confidence FPs ✅
•doesnt penalize trailing low-confidence FPs 📉

• can reward “accidental TPs” → promotes hedging 😩

Need to capture and quan2fy this behavior!

DC: Confidence-weighted overlap of the network outputs  🤔
NE: interclass labelling confusion 🙈
F1, LRP:  counBng metrics (FPs, FNs)  1⃣2⃣3⃣

Proposed SemanBc NMS+SorBng provides a great tradeoff! ✨



Ques1ons? 🙋🙋


