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→ Imbalanced distribution

→ Missing the critical class has a 

disproportionately high cost, e.g, 

Cancer diagnosis or 

fraud detection

→ Current solution obtains high TPR 

at the cost of high FPR. Recalibrated boundary (threshold as 
0.2)
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→ The regularization term is then 

defined as:
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Outline

→ Problem and Motivation

→ Proposed ranking regularization

→ Experiment details and Results
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→ Imbalanced distribution

Biased decision boundary
(threshold as 0.5).
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→ Imbalanced distribution

→ Missing the critical class has a 

disproportionately high cost, e.g, 

Cancer diagnosis or 

fraud detection

Biased decision boundary
(threshold as 0.5).

Cost of lives and money
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→ The regularization term is then 

defined as:
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Proposed Regularization Method

There’s a problem!

Ranking function gradients are zero almost 
everywhere

How to get meaningful gradients?
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Figure from Michal, et al., Optimizing Rank-
based Metrics with Blackbox Differentiation, 
CVPR’20

loss landscape



Blackbox Differentiation of Combinatorial Solvers
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loss landscape
Interpolation 
for λ = 1.0

Interpolation 
for λ = 2.0

1. Figure from Marin, et al., Differentiation of blackbox combinatorial solvers, ICLR’20
2. Figure from Michal, et al., Optimizing Rank-based Metrics with Blackbox Differentiation, CVPR’20
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Outline

→ Problem and Motivation

→ Proposed ranking regularization

→ Experiment details and Results
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Experiment details

Using RankReg with eight different 
base loss functions, as

→ Base loss varies from production to 

production.

→ Sensitivity test.

RankReg
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→ We compare against the state-of-the-art method, ALM*.

→ Datasets:

Experiment details: Datasets

→ Imbalanced CIFAR10/100 datasets

→ Curated imbalanced version

→ Ratios: 1 vs. 100 / 200

→ Melanoma dataset

→ Skin cancer classification

→ Naturally imbalanced

→ Ratio: 1 vs. 170

→ Long-Tailed (LT) CIFAR

→ Multi-class classification

1
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125

Car vs. Plane

* Sangalli et al,  Constrained Optimization to Train Neural Networks on Critical and Under-Represented Classes, NeurIPS21 
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Experiment details: Metrics

→ We compare evaluate on the following metrics

→ False Positives Rate at 98% True Positive Rate

→ False Positives Rate at 95% True Positive Rate

→ False Positives Rate at 92% True Positive Rate

→ False Positives Rate at 90% True Positive Rate (Optional)

→ Area Under ROC Curve (AUC)



Experiment results: CIFAR10 
–
Ratio 1 vs. 100

20

RankReg reduce SoTA
FPRs by (2-9)% 
on various TPRs

RankReg improves 
AUCs 
when coupling with 
base losses.



Experiment results: 
Melanoma –
Ratio 1 vs. 170

21



Extension on Multi-Class: Long-Tailed (LT) CIFAR
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Conclusions

→ This paper introduces a general (plug-and-play) 

method to prioritize the reduction of false 

positives when the operational context calls for a 

high true positive rate.

→ Ranking regularizer places an increasing penalty 

on positive samples the lower they are ranked in 

a sorted list of the network’s classification 

scores.

→ Experimental results show how our regularizer

can be combined with a wide range of 

conventional losses and achieve state-of-the-

art performance in standard metrics.


