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» In CNN networks, deep features tend to be non-compact, partly due to convolutional layers extracting
redundant features, as shown in Figure, which often waste tremendous storage and computational resources.

» We propose a two-step procedure to exploit spatial and channel redundancy of intermediate features for

CNN compression, termed as SCConv (Spatial and Channel reconstruction Convolution).
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The visualization of feature maps within a layer of a ResNet
model trained on the ImageNet dataset for classification.
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CNN compression, termed as SCConv (Spatial and Channel reconstruction Convolution).
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The visualization of feature maps within a layer of a ResNet
model trained on the ImageNet dataset for classification.
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» The proposed SCConv module tackles feature redundancy in both spatial and channel dimensions through
the integration of two units: the spatial reconstruction unit (SRU) and the channel reconstruction unit (CRU).

» SRU employs a Separate-and-Reconstruct operation, which effectively separates redundant features and
reconstructs them to suppress spatial redundancy and enhance feature representation.

» CRU utilizes a Split-Transform -and - Fuse strategy to further diminish the redundancy in channel dimension

while saving computational costs and storage requirements.
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Figure 1. The architecture of SCConv integrated with Spatial Reconstruction Unit (SRU) and Channel Reconstruction Unit (CRU). This
figure shows the exact position of our SCConv module within a ResBlock.
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» The proposed module can be seamlessly embedded into various architectures without any additional

modifications, augmenting feature extraction and representation capabilities.

» The proposed method not only cuts down on the number of model parameters and FLOPs, but also achieves

an improved trade-off between efficiency and performance.
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Figure 5. Left: Features from the first-stage of original ResNet50,
Right: Features from the first-stage of SRU-embedded ResNet50.
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Figure 6. Topl-Accuracy v.s. FLOPs for ResNet50 on ImageNet.



SCConv: Spatial and Channel Reconstruction Convolution for
Feature Redundancy

More Details
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» How to reduce the feature redundancy and improve the efficiency of the neural network?
» Existing methods either focus on reducing the redundancy in channel dimension or in spatial dimension
» Various model compression strategies have limitations and inefficiency in dealing with inherent
redundancy.
» This paper aims at reducing the inherent redundancy in both dimension and achieving smaller model sizes,

Improved computational efficiency and with significant promotion of accuracy.
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Figure. The visualization of feature maps within a layer of a
ResNet model trained on the ImageNet dataset for classification
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» We propose an efficient convolution module called SCConv that consists of two units: spatial reconstruction
unit (SRU) and channel reconstruction unit (CRU).
» SRU and CRU are arranged in a sequential manner to reduce redundancy, improve feature

representation, and facilitate more efficient feature learning.
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Figure 1. The architecture of SCConv integrated with Spatial Reconstruction Unit (SRU) and Channel Reconstruction Unit (CRU). This
figure shows the exact position of our SCConv module within a ResBlock.
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» The proposed Spatial Reconstruction Unit (SRU):
» Utilizes a Separate-and-Reconstruct operation to suppress the redundant features in spatial dimension
1. Separate operation separate those informative feature maps from less informative ones corresponding
to the spatial content, assessed by the GN.
2. Reconstruct operation reconstruct those with rich information, while compressing the less informative

ones to suppress redundant features in the spatial dimension to enhance the representation ability.
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Figure 2. The architecture of Spatial Reconstruction Unit.
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» To further exploit channel redundancy, we introduce Channel Reconstruction Unit (CRU) :
» Utilizes a Split-Transform -and-Fuse strategy.
1. Split operation aims to split and squeeze the channels of feature maps for its computing efficiency.
2. Transform operation processes two parts through different transformation, one part to extract rich
representative features while another part redundant features to decrease inherent redundant computing.

3. Fuse operation aims to adaptively merge the two transformed features in a channel-wise manner.
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Figure 3. The architecture of Channel Reconstruction Unit.
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> Integration of SRU and CRU in a sequential manner
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» Comparison with related approaches for Image Classification on CIFAR
» Ablation studies find that the spatial-first order (S+C) and the
optimal split ratio a = 1/2 settings can achieve a better trade-off

between performance and efficiency.

1000 + r 81
Table 1. Experimental results with different combination methods I FLOPs Accuracy
of SRU and CRU on CIFAR-100 dataset. (S and C is short for 950 - 1 80.5
SRU and CRU respectively)
900 80 <
Description Params FLOPs  Top-1ACC(%) ) <
v Q
ResNet50 2371IM 130G 78.60 & 850 95 g
ResNet50 + S 23.53M 1.30G 79.59 o) 3
ResNet50 + C 14.74M  843.81M 79.21 800 1 (79 <
ResNet50+C & S 14.74M  843.81M 79.26 750 | L7825
ResNet50+C+S 14.74M  843.81M 79.54 ’
| ResNet50+S+C 14.74M 843.81M 79.89 | 200 J 78
1/8 1/4 12 3/4 /8
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Figure 4. The trade-off between FLOPs and Accuracy on CIFAR-
100 with different split ratios o in SCConv-embedded ResNet50.
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> Compaﬂson W|th related approaCheS fOI’ |mage ClaSS|f|Cat|On on ClFAR Table 2. Comparison of SOTA methods for common CNN ar-

chitectures over Top-1 accuracy, the number of parameters and
FLOPs on CIFAR-10 and CIFAR-100 dataset.

» Ablation studies find that the spatial-first order (S+C) and the

Network Architecture FLOPs  Params CLAR-10 CIFAR-100

. . . _ . . ACC(%)  ACC(%)
optimal split ratio a = 1/2 settings can achieve a better trade-off eNae 50 e s w2 1so
OctConv-R56 (a:=1/2) 12684M  0.62M  93.11 70.93
.. SPConv-R56 (a=1/2) 87.95M  0.58M 9349 71.51
between performance and efficiency. GhostNet-R56 (s=2) 6835M  0.45M 9235 7042
SlimConv-R56 (k=1) 88.82M 0.60M 9351 71.71
TiedConv-R56 (b=2) 9499M  0.54M  92.87 71.10
SCConv-R56 (Ours) 7955M  0.52M 9412 72.56
ResNet50 (R50) 130G 2352M  95.09 78.60
OctConv-R50 (a:=1/2) 72726M 23.52M 9525 78.91
GhostNet-R50 (s=2) 63245M 14.56M 9430 7754
1000 - 81 SlimConv-R50 (k=4/3) 853.50M 14.83M  95.05 78.85
Table 1. Experimental results with different combination methods I FLOPs Accuracy SPConv-R50 (a=1/2) 972.31IM  16.14M 9532 79.23
) : SlimConv-R50 (k=1) 94238M 1678M 9535 79.26
of SRU and CRU on FZIFAR 100 dataset. (S and C is short for 950 | 1 80.5 TiodConv-R50 (b=2) poiptnliops s 9541 795
SRU and CRU respectively) SCConv-R50 (Ours) 831.1SM 14.69M 9592 79.89
900 1 80 s ResNeXt-29 (RX29) 455G 2827TM  95.68 81.54
Description Params FLOPs  Top-1ACC(%) ) < GhostNet-RX29 (s=2) 360G 2222M  95.14 80.23
@ 850 L1905 B SPConv-RX29 (a=1/2) 479G 31.17M  96.03 81.76
ResNet50 2371IM  1.30G 78.60 5 g SlimConv-RX29 (k=4/3) 438G 2824M 95585 81.93
ResNet50 + S 23.53M 130G 79.59 = 8 TiedConv-RX29 (b=2) 596G 24.67TM __ 95.66 81.32
ResNet50 + C 1474M 843.81M 7921 800 79 < SCConv-RX29 (Ours) 357G 22.31M 96.20 82.56
ResNet50+ C &S 1474M  843.81M 79.26 WideResNet-28 (WRN28) | 596G 36.55M 9521 79.40
750 L78.5 GhostNet-WRN28 (s=2) 398G 22.12M 955 79.27
ResNet50 +C+S  14.74M 843.81M 79.54 SPConv-WRN28 (a=1/2) | 4.16G  2420M  95.37 80.25
[ ResNet50+S+C 1474M 843.81M 79.89 | 700 78 SlimConv-WRN28 (k=1) | 425G  25.00M  95.43 79.52
U U % 2 78 TiedConv-WRN28 (b=2 454G 22.03M 9548 78.61
o [ SCConv-WRN28 (Ours) | 375G 21.12M  95.64 80.83
DenseNet-121 (D121) 898.23M 7.05M  95.09 79.43
. GhostNet-D121 (s=2 517.36M 5.04M  93.96 78.51
Flgure 4. The trade-off between FLLOPs and ACCllracy on CIFAR- SPConv-D121 (,_5=1/;) 641.54M  5.69M 95.15 79.64
100 with different split ratios o in SCConv-embedded ResNet50. SlimConv-D121 (k=1) 6702IM  59M  94.63 78.90
TiedConv-D121 (b=2) 695.68M 545M  95.23 79.73
SCConv-D121 (Ours) 59434M 545M 9537 80.24
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» Comparison with related approaches for Image Classification on ImageNet and Object Detection on COCO

Table 3. Image classification results on ImageNet-1K dataset.

78 1
Network Architecture | FLOPs(G) Params(M) Top-1 (%) s

ResNet50 (R50) (Baseline) | 4.09 25.56 76.15 .
Versatile-R50 (NIPS2018) 1.80 18.7 75.50 S
GhostNet-R50_s=2 (CVPR2020) 2.15 13.95 75.18 Z
SlimConv-R50_k=8/3 (TIP2021) 1.88 12.10 75.32 =
SPConv-R50_a=1/2 (IICAI2020) 2.97 18.34 76.26 2777
OctConv-R50_a=1/2 (CVPR2020) 2.40 25.56 76.34 -
SlimConv-R50_k=4/3 (TIP2021) 2.65 16.76 76.12 276 - —&— SCConv-R50
PfLayer-R50_max (ICLR2022) 2.90 18.00 76.15 - SkimConv-R50
SlimConv-R50 k=1 (TIP2021) 3.00 18.81 76.32 755 SPConv-R30

. . ~——0— GhostNet-R50
TiedConv-R50_b=2 (AAAI2021) 3.19 17.07 76.04 R ooNats0
SCConv-R50_a=1/2 2.70 16.78 76.41
SCConv-R50_a=3/4 2.87 17.69 76.79 S 5 0 a5 0 35 a0 s
ResNet_101(R101)(Baseline) 7.83 44.55 77.25 Parameters (x10)
SCConv-R101 4.90 28.00 77.93

Figure 6. Topl-Accuracy v.s. FLOPs for ResNet50 on ImageNet.
Table 4. Object detection experiments on the PASCAL VOC 2007
and 2012 dataset.
Table 5. Object detection results on MS COCO val2017.

Backbone | Params(M)/FLOPs(G) AP@.5 AP@.75 mAP@[.5,.95]

SPConv-R50 19.76/49.23 7805 5547 52.48
SlimConv-R50 18.81/47.12 7796 5538 5242 ResNet50(R50) 25.56/63.09 54.2 37.4 35.2
SCConv-R50 16.78/41.36 78.68 56.26 53.16 SPConv-R50 19.76/49.23 54.5 37.6 353
ResNet101(R101) 44.55/121.3 7923  56.31 53.32 SlimConv-R50 18.81/47.12 54.0 37.1 35.0

SCConv-R101 27.90/75.26 80.36 57.05 54.12 SCConv-R50 16.78/41.36 55.1 38.2 35.6
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» This work introduces SCConv module, serving as a practical solution for addressing feature redundancy in the

convolutional layers across the spatial and channel dimensions.

» Concretely, our approach adopts a two-step procedure where SRU and CRU are sequentially applied to
reduce redundancy and enhance feature representation. This plug-and-play module provides a generic

alternative to standard convolution, facilitating an improved trade-off between efficiency and performance.

» Experimental results demonstrate that the proposed method can substantially save the computing load yet

obtain promising model performance on challenging tasks.

» We anticipate that the proposed method will inspire further research in the development of more efficient

architectural designs.
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