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Overview

Ø In CNN networks, deep features tend to be non-compact, partly due to convolutional layers extracting 

redundant features, as shown in Figure, which often waste tremendous  storage and computational resources. 

Ø We propose a two-step procedure to exploit spatial and channel redundancy of intermediate features for 

CNN compression, termed as SCConv (Spatial and Channel reconstruction Convolution).

The visualization of feature maps within a layer of a ResNet
model trained on the ImageNet dataset for classification.
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Overview

Ø The proposed SCConv module tackles feature redundancy in both spatial and channel dimensions through 

the integration of two units: the spatial reconstruction unit (SRU) and the channel reconstruction unit (CRU).

Ø SRU employs a Separate-and-Reconstruct operation, which effectively separates redundant features and 

reconstructs them to suppress spatial redundancy and enhance feature representation.

Ø CRU utilizes a Split-Transform-and-Fuse strategy to further diminish the redundancy in channel dimension 

while saving computational costs and storage requirements.
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Overview

Ø The proposed module can be seamlessly embedded into various architectures without any additional 

modifications, augmenting feature extraction and representation capabilities. 

Ø The proposed method not only cuts down on the number of model parameters and FLOPs, but also achieves 

an improved trade-off between efficiency and performance. 
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Motivation

Ø How to reduce the feature redundancy and improve the efficiency of the neural network?

Ø Existing methods either focus on reducing the redundancy in channel dimension or in spatial dimension

Ø Various model compression strategies have limitations and inefficiency in dealing with inherent 

redundancy. 

Ø This paper aims at reducing the inherent redundancy in both dimension and achieving smaller model sizes, 

improved computational efficiency and with significant promotion of accuracy.

Figure. The visualization of feature maps within a layer of a 
ResNet model trained on the ImageNet dataset for classification



Method

Ø We propose an efficient convolution module called SCConv that consists of two units: spatial reconstruction 

unit (SRU) and channel reconstruction unit (CRU).

Ø SRU and CRU are arranged in a sequential manner to reduce redundancy, improve feature 

representation, and facilitate more efficient feature learning. 



Method

Ø The proposed Spatial Reconstruction Unit (SRU):

Ø Utilizes a Separate-and-Reconstruct operation to suppress the redundant features in spatial dimension

1. Separate operation separate those informative feature maps from less informative ones corresponding 

to the spatial content, assessed by the GN. 

2. Reconstruct operation reconstruct those with rich information, while compressing the less informative 

ones to suppress redundant features in the spatial dimension to enhance the representation ability.



Method

Ø To further exploit channel redundancy, we introduce Channel Reconstruction Unit (CRU) :

Ø Utilizes a Split-Transform-and-Fuse strategy.

1. Split operation aims to split and squeeze the channels of feature maps for its computing efficiency.

2. Transform operation processes two parts through different transformation, one part to extract rich 

representative features while another part redundant features to decrease inherent redundant computing. 

3. Fuse operation aims to adaptively merge the two transformed features in a channel-wise manner.



Method

Ø Integration of SRU and CRU in a sequential manner 



Experiments

Ø Comparison with related approaches for Image Classification on CIFAR

Ø Ablation studies find that the spatial-first order (S+C) and the 

optimal split ratio α = 1/2 settings can achieve a better trade-off 

between performance and efficiency.
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Experiments

Ø Comparison with related approaches for Image Classification on ImageNet and Object Detection on COCO



Conclusion

Ø This work introduces SCConv module, serving as a practical solution for addressing feature redundancy in the 

convolutional layers across the spatial and channel dimensions. 

Ø Concretely, our approach adopts a two-step procedure where SRU and CRU are sequentially applied to 

reduce redundancy and enhance feature representation. This plug-and-play module provides a generic 

alternative to standard convolution, facilitating an improved trade-off between efficiency and performance.

Ø Experimental results demonstrate that the proposed method can substantially save the computing load yet 

obtain promising model performance on challenging tasks. 

Ø We anticipate that the proposed method will inspire further research in the development of more efficient 

architectural designs.
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