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Introduction to Uncertainty Attribution (UA)

Bayesian neural networks

• Treat parameters as random variables
 

𝑝 𝜃 𝐷 =
𝑝 𝐷 𝜃 𝑝 𝜃

𝑝(𝐷)

• Well-founded framework for uncertainty 
quantification

Posterior 
Likelihood  Prior 

evidence 

1Uncertainty 
Quantification

The input has high 
uncertainty 

Something is wrong of 
the input 

Where is wrong with the 
input 

2Uncertainty 
Attribution

Explainable

Uncertainty attribution (UA) focuses on 
understanding and explaining the sources of 
uncertainty. Localize the high uncertain 
regions to determine “where is wrong”?

Challenges
• Not well-explored area
• Previous methods focus on attribution 

of the classification score of the 
deterministic model

Explain
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Overview of the Method: UA-Backprop

Explain three types of 
uncertainty: 
• epistemic uncertainty 𝑈! 
• aleatoric uncertainty 𝑈" 
• total uncertainty 𝑈#

Specially designed:
• Gradient-based: finish 

attribution within a 
backward pass

• The attribution map 
achieves the 
completeness property

• Gradients are smoothed

Where is wrong
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UA-Backprop Details

Forward Pass

.

Uncertainty → 
Softmax Probability

.

Softmax Probabilties 
→ Logits 

.

Logits to Input

𝜃!~𝑝 𝜃 𝐷 ⇒
𝑔! !"#

$

𝑧! !"#
$

UQ

𝑈 → 𝑔
Find the contribution of 
each 𝑧% to 𝑈 by exploring 
all possible path 𝑔& → 𝑧%.

Find the contribution of 
each 𝑥	to 𝑈 by exploring 
the path 𝑈 → 𝑔 → 𝑧 → 𝑥.

𝑔 → 𝑧

Find the contribution of 
each 𝑔% to 𝑈

𝑧 → 𝑥
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Qualitative Evaluation: Where Is Wrong?
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Quantitative Evaluation: Blurring Test
Iteratively blur up to 2%/5% of the image pixels, 
following the order of high UA scores (blur the 
problematic regions)

Image Uncertainty Map Blurred Image
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The process of anomaly detection
Visualizations

Quantitative Results

Quantitative Evaluation: Anomaly Detection
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Input image Attention Map

Given the uncertainty attribution map 𝑀(𝑥)
𝐴 𝑥 = 1 −𝑀 𝑥 ⊙𝑀(𝑥)

𝐴(𝑥) strengthens more informative regions by
• Ignore the unimportant background information 
• Ignore the problematic regions 

Overall Framework

Examples of Attention Maps

Uncertainty Attribution Maps As Attention

Acc (%) ↑ and NLL ↓ for uncertainty mitigation evaluation
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