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Motivation
Query-based end-to-end instance segmentation (QEIS) methods would
lose efficacy when only a small amount of training data is available
since it’s hard for the crucial queries/kernels to learn localization and
shape priors.

Problem Definition and Contribution

Key Contribution
1. This paper first points out that the QEIS models lack spatial
distribution and shape awareness and perform poorly in low-data
regimes.

2. Introduce a new pre-training method that boosts QEIS models by
giving Saliency Prompt for queries/kernels.

3. From a practical perspective, our pre-training method helps QEIS
models achieve a similar convergence speed and comparable
performance with CNN-based models in low-data regimes.

Figure 1: K-Net can outperform Mask-RCNN on large-scale datasets (COCO-full).
However, on small datasets (the right three), it can not perform as well as Mask-
RCNN since it’s hard to learn localization and shape priors. Our proposed
unsupervised pre-training method based on saliency prompt not only boosts the
vanilla K-Net significantly, but also helps to achieve comparable performance
compared with Mask-RCNN.

Our Method

Overview. 
Orange colors denotes our pre-training method with the corresponding 
supervision. Blue and gray modules denote a vanilla QEIS model, here we use 
K-Net for example.

• Saliency Masks Proposal
Responsible for generating pseudo masks from unlabeled images
based on the saliency mechanism.

• Prompt-Kernel Matching
Transfers pseudo masks into prompts and injects the corresponding
localization and shape priors to the best-matched kernels.

• Kernel Supervision
Applied to supply supervision at the kernel level for robust learning.

Experimental result

• Deployed on QueryInst and Mask2Former

• Visual analysis for each query/kernel

• Compared with SOTA unsupervised methods

These results demonstrate that the kernels pre-trained with Saliency Prompt 
have learned effective spatial distribution and shape discrimination ability.

These results indicate that our pretraining method can help the kernels/queries 
of QEIS models to learn localization and shape prior effectively and help gain 
competitive performance improvement.
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