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Few-shot action recognition
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Recognize the action of the query video with the help of only a few annotated samples.



Background
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• Few-shot action recognition (FSAR) receives increasing attention and achieves 

remarkable progress. 

• These methods can be roughly divided into two groups: data augmentation-

based methods and alignment-based methods.

• Previous methods mainly rely on limited unimodal data (e.g., RGB frames) 

while the multimodal information remains relatively underexplored. 

Alignment-based:

• OTAM  (CVPR 2020)

• TRX  (CVPR 2021)

• STRM  (CVPR 2022)

• … …

Data augmentation:

• ARN  (ECCV 2020)

• AMeFu-Net  (MM 2020)

• MTFAN  (CVPR 2022)

• … …



Motivation
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• The contribution of a specific modality 

is not consistent for different query 

samples and it highly depends on the 

contextual information in each few-shot 

task. 

• It requires a task-dependent strategy for 

exploring the complementarity between 

different modalities in few-shot action 

recognition.
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Illustration of the proposed AMFAR

framework in the 3-way 3-shot

setting.
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Active Sample Selection (ASS)
organizes query samples with large differences in the reliability of

modalities into different groups.
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Active Mutual Distillation (AMD)

captures discriminative task-specific knowledge from the reliable

modality to improve the representation learning of unreliable modality

by mutual distillation.

Active Mutual Distillation
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Adaptive Multimodal Inference (AMI)

adaptively fuses the modality-specific posterior distributions

with a larger weight on the reliable modality.

Adaptive Multimodal  Inference
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Experiments
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Experiments
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Conclusion
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• We are the first to adopt active learning to explore the multimodal complementarity 

in few-shot learning. 

• We propose an active mutual distillation strategy to transfer task-dependent 

knowledge learned from the reliable modality. 

• We propose an adaptive multimodal few-shot inference approach to fuse 

modalityspecific results.

• Extensive experiments on four challenging datasets.



Thanks!
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