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Overview

(a) class-agnostic motion prediction

(b) Our: weakly supervised class-agnostic motion prediction
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l A novel weakly supervised motion prediction paradigm with fully or partially annotated
foreground/background (FB/BG) masks as supervision

l A two-stage weakly supervised motion prediction approach, where FG/BG segmentation from
Stage1 will facilitate the self-supervised motion learning in Stage2.

l A novel Consistency-aware Chamfer Distance loss, where multi-frame information is used to
suppress potential outliers for robust self-supervised motion learning.



Motivation

(b) Ground truth motion data 
(moving points are colored by their motion,  static points are Gray) 

(a) Point cloud

l Ground truth motion data is scarce and expensive.

l There is still a large performance gap between self-supervised methods
and fully supervised methods.



Motivation

(b) Ground truth motion data 
(moving points are colored by their motion,  

static points are Gray) 

l Outdoor scenes can often be decomposed into mobile foregrounds and static backgrounds,
which enables us to associate motion understanding with scene parsing.

(c) Fully annotated 
Foreground/Background masks 

(Purple: FG; Cyan: BG)

(e) Partially annotated 
Foreground/ Background masks

l We study a novel weakly supervised motion prediction paradigm, where fully or partially (1%,
0.1%) annotated foreground/background binary masks are used for supervision.

(a) Point cloud



Method: two-stage weakly supervised motion prediction approach
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Stage2: Training of WeakMotionNet
(Motion head: self-supervised training, FG/BG seg. head: weakly supervised training) 
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l We propose a two-stage weakly supervised approach, where the segmentation model trained with
the incomplete binary masks in Stage1 will facilitate the self-supervised learning of the motion
prediction network in Stage2 by estimating possible moving foregrounds in advance.



Method: two-stage weakly supervised motion prediction approach

Binary Cross-entropy
Loss

Input: 
Single 2D BEV map

PreSegNet

Output: 
Foreground/background (FG/BG) mask 

Supervision: 
Partially annotated FG/BG ground truth

Stage1: Training of PreSegNet (weakly supervised training for FB/BG segmentation)



Method: two-stage weakly supervised motion prediction approach
Stage2: Training of Training of WeakMotionNet
(Motion head: self-supervised training, FG/BG seg. head: weakly supervised training)
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Method: two-stage weakly supervised motion prediction approach
Consistency-aware Chamfer loss for self-supervised motion learning in Stage2

Consistency-aware Chamfer (CCD) loss:

: point clouds from the past (-1), current (0) and future (+1) frames 

: forward and backward warped point cloud
: predicted motion from current frame (0) to future (+1) frame 

: confidence weights for the three point clouds

Each term in (CCD) loss:

Improvements of CCD loss compared to typical Chamfer distance loss: 

(1) exploit supervision from multi-frame point clouds

(2) employ multi-frame consistency to measure the confidence of points and assign
uncertain points fewer weights to suppress potential outliers.
(3) adopt L1-norm to calculate the distance



Experiments: Comparison with State-of-the-Art Methods

Table1: Evaluation results of motion prediction on nuScenes test set

Table2: Motion prediction results on Waymo Dataset



Experiments: Ablation Studies

Table4: Ablation study for Consistency-aware Chamfer Distance (CCD) loss under the FG/BG annotation ratio of 1%.

Table3: Effectiveness of two-stage training framework



Experiments: Ablation Studies

(a) Ground truth foreground points (b) Predicted foreground points from 
PreSegNet (0.1%)

(c) Reweighted foreground points 
by CCD loss

Figure 1. Visualization for PreSegNet and CCD loss. Outliers may be due to occlusions of points (e.g., region A), and
inaccurate foreground predictions from PreSegNet (e.g., region B). In our CCD loss, we use multi-frame consistency 
to measure the confidence of points and assign uncertain points fewer weights, thereby suppressing potential outliers.



(a) Ground Truth (b) Predictions
(Model trained by 100% masks)

(c) Predictions
(Model trained by 1% masks)

(d) Predictions
(Model trained by 0.1% masks)

Figure 2. Qualitative results of motion prediction and foreground/background segmentation on nuScenes. 
We show motion with an arrow attached to each cell and represent different category with different color. 
Purple: Foreground; Cyan: Background.

Experiments: Qualitative Results



Figure 3. Qualitative results of motion prediction and foreground/background segmentation on Waymo. We 
show motion with an arrow attached to each cell and represent different category with different color. 
Purple: Foreground; Cyan: Background.

(a) Ground Truth (b) Predictions
(Model trained by 100% masks)

(c) Predictions
(Model trained by 1% masks)

(d) Predictions
(Model trained by 0.1% masks)

Experiments: Qualitative Results



Thanks for your attention!


