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OverviewOverview



Breaking through the closed-world settingBreaking through the closed-world setting

Known object Unknown object

• In a closed-world with a limited number

of categories, deep learning has achieved

great success in detection tasks.

• However, models based on the idealized

assumption have been unable to meet

complex real-world needs.



◼ Open-set classification & detection

[VOS. ICLR 2022][Energy. NIPS 2020]

◼ Open-world object detection

[ORE. CVPR 2021] [OW-DETR. CVPR 2022]

Previous MethodsPrevious Methods



◼ Open-set classification & detection

◼ Open-world object detection

☻ Deal with unknown samples encountered in classification or detection tasks.

☻ Focus on distinguishing unknown objects from known ones.

☹ Suppress both unknowns and non-objects in training, leading to a low recall of unknowns.

☻ Detect both objects and support incremental learning.

☻ Train known and unknown object classifiers with pseudo-unknown samples.

☹ Pseudo-unknown samples do not represent unknowns thus limiting the ability to transfer 

knowledge from known to unknown.

Previous MethodsPrevious Methods



• Generalized Object Confidence (GOC)

• Negative Energy Suppression 

• Graph-Based Box Determination

 verview verview



Similarity between “objects”Many unknowns are encoded by deep feature.

Generalized Object ConfidenceGeneralized Object Confidence

GOC

Known Objects Unknown Objects 

“Analogy”

dog cat deer



• Complete-object bounding boxes should have high GOC:

• More complete boxes have higher GOC:

• Partial-object or oversized boxes should have low GOC:

Total GOC loss

Generalized Object ConfidenceGeneralized Object Confidence
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• Without 𝑳𝑮𝑶𝑪, unknown boxes have the same output as non-object. 

• With 𝑳𝑮𝑶𝑪, unknown boxes have the same output as known objects. 

Generalized Object ConfidenceGeneralized Object Confidence



The top-scoring box determination Graph partitioning
Node represents a box

Edge represents the IoU

Graph based Top scoring Box  eterminationGraph based Top scoring Box  etermination



Negative energy’s distribution

We follow the energy value of VOS to distinguish unknown objects from known ones ：

Indistinguishable

Negative Energy Suppression for Non-objectNegative Energy Suppression for Non-object

How to separate non-object from objects

without the aid of non-object annotations ?



• Non-objects also have feature similarities, so suppression will be transmitted.

• Suppression loss is applied to the top-T proposals with the lowest negative energy scores.

Indirectly widening the gap

Negative Energy Suppression for Non-objectNegative Energy Suppression for Non-object
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The overall energy loss consists of our proposed 𝐿𝑠𝑢𝑝𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 and 𝐿𝑢𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 defined by VOS :

 egative  nergy Suppression for  on object egative  nergy Suppression for  on object



• Training data:

Pascal VOC dataset that contains 20 categories

• Testing data: 

Annotated samples in COCO-OOD and COCO-Mix.♣ denotes the augmented datasets

Unknown Object Detection BenchmarkUnknown Object Detection Benchmark



For known objects: 

• mAP

For unknown objects:

• Unknown Average Precision (U-AP)

• Unknown F1-Score(U-F1)

• Unknown Recall Rate (U-REC) 

• Precision Rate of Unknown (U-PRE)  

For mixed data:

• Absolute Open-Set Error (A-OSE)

Evaluation Metrics

Unknown Object Detection BenchmarkUnknown Object Detection Benchmark



1. The threshold γ is set by making 95% of predicted proposals 

have a negative energy score greater than it. 

2. The threshold of NCut is determined when the AP of known 

objects is the largest.

Classification
Head

Box Regression
Head

Fine-tune Bounding Boxes

SoftmaxSoftmax

Energy Score
Regression

NMS + top-k

GOC Regression
Head

Discard boxes

GOC < 𝛿

Graph-based box determination

• Select 200 images in the training set that do not contain any 

potential unknown objects.

Discard boxes negative energy < 𝛾

Pretest mode in the BenchmarkPretest mode in the Benchmark
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ExperimentExperiment
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VisualizationVisualization



VisualizationVisualization
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UnSniffer VOS
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UnSniffer VOS
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UnSniffer VOS

OW-DETRORE



Thanks !!!
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