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• A transformer-based cross-modal network was proposed with three specific designs:

ü Self-attention module with a learnable tokenizer
ü Cross-attention module
ü A kernel-based relation network

ZSE-SBIR Overview
• “E: Everything”: We tackle three variants (inter-category, intra-category, and cross 

datasets) of ZS-SBIR with just one network.

• “E: Explainable”: to understand how sketch-photo matching operates.



1. Introduction

(a) The proposed retrieval token [Ret] can attend 
to informative regions.

(b) Cross-attention offers explainability by explicitly 
constructing local visual correspondence.

 (c) An input sketch can be transformed into its 
image by the learned correspondence.



2. Methodology



2. Methodology

• Learnable Tokenization:



2. Methodology

• Self-attention with Retrieval Token:



2. Methodology

• Cross-modal Attention:
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• Kernel based Relation Network:



• Category-level ZS-SBIR:

3. Experiments



3. Experiments

• Zero-shot Fine-grained SBIR:

• Cross-Dataset category-level ZS-SBIR:• Generalized ZS-SBIR:



• Top 5 retrieval results:
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• Self-attention map: • Cross-modal visual correspondence:
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• Sketch-to-photo synthesis: • How transfer happens:
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• Token selection:• Ablation study:

3. Experiments

• Computational cost analysis:



4. Conclusion
• A transformer-based cross-modal network that sources 

local patches independently in each modality, and 
establishes patch-to-patch correspondences across two 
modalities.

• A kernel-based relation network to aggregate the 
correspondences and calculate a similarity score 
between each sketch-photo pair.

• Explainability offered as per tradition in terms of 
visualizing patch correspondences, and by replacing all 
patches in a sketch with their photo correspondences.  

Paper

Source Code 
https://github.com/buptLinfy/ZSE-SBIR

Thank you!
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