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Overview

Our orthogonal annotation

which only labels two slices in two orthogonal directions

Our DeSCO paradigm

which learns from dense pseudo label and sparse annotation



Motivation

Supervised segmentation

Semi-supervised segmentation

e.g., 1000 hours for KiTS19

Still time-consuming

Weakly supervised segmentation

Suboptimal performance

Even less

Coarse

Less

Precise

Barely-supervised segmentation



Orthogonal annotation

Why orthogonal?

• Less redundant annotation
• Complementary information in 3D volumes



Orthogonal annotation

(1) (2) (3)

1. OA preserves the disparity.
2. OA enhances consistency from different directions.
3. OA provides a promising initialization.



Dense-Sparse Co-Training

➢ In early stage, the models learn from dense registration pseudo label, improving 

performance quickly and steadily.

➢ In later stage, while receiving constraits from sparse ground truth annotation, the models 

revise the mistake introduced by inaccurate pseudo label through cross supervision.



Experiments
Dense:  dense registration pseudo label
Sparse: Sparse orthogonal annotation

KiTS 19 dataset



Experiments
Dense:  dense registration pseudo label
Sparse: Sparse orthogonal annotation

LiTS dataset

10 slices

3% annotation

close performance



Thanks!


