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https://jeff-liangf.github.io/projects/ovseg/

Traditional segmentation

0: Background/Unknown
1: Person

2: Purse

3: Plants/Grass

4: Sidewalk

[Source: Jeremy Jordan

Traditional segmentation model can only segment the classes
in the training dataset


https://www.jeremyjordan.me/semantic-segmentation/

Open-vocabulary segmentation

-

Where is Saturn V, blossom? Where is Oculus, Ukulele? Where is Golden gate, yacht?

u N =F
Open-vocab segmentation model can segment any arbitrary class
defined by user



Two-stage open-vocabulary baseline

A photo of
a {bridge}

\

Mask
proposal
generator

A 4

CLIP
» classification

[SimSeg, ZegFormer]

First generate ‘class-agnostic’ mask proposals

bridge

sky

Then use the pre-trained CLIP to do open-vocabulary classification



Two-stage open-vocabulary baseline

a {bridge}

A photo of T

-
[ } bridge
Mask CLIP
proposal < : >-> . .
classification
generator
[SimSeg, ZegFormer] \ \.

The success of two-stage approaches lies on two assumptions:
(1) Mask proposals: Proposal generator can generalize to unseen categories
(2) Classification: Pre-trained CLIP can perform good classification on mask images



Bottleneck analysis of two-stage baseline

Bottleneck analysis

(1) We use oracle (ground-truth) mask proposals and perform CLIP classification
over them

(2) We assume an “oracle” classifier but an ordinary mask proposal generator — a
MaskFormer pre-trained on the COCO dataset

Oracle mask proposals
Oracle classification

66.5
CLIP can not perform well on mask proposals,

60 -
making CLIP the major bottleneck.
40 -

20.1
20

mloU on ADE20K-150

mask class
(c) Bottleneck analysis



CLIP can not perform well on mask proposals

A white cute
cat lying on
the ground.

A

masked images

CLIP

Huge domain gap

(a) CLIP is pre-trained
with natural images




Collecting mask-text pairs to finetune CLIP
We propose adapt CLIP to masked images with collected diverse mask-category

pairs from captions

There are
apple and
orange and
teapot.

Mask

Noun
Parser

Former 2 l

apple
orange

teapot

CLIP
image

text

(2 0.99 | 0.00 | 0.01
D, 0.30 | 0.35 | 0.35
Dy_q |035]028 047
Un 0.01 | 0.02 | 0.97
ty | ty | ts
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00/ /*c9/> @%
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oranges teapot

COCO categoires Novel categoires

We can collect 440K
pairs with 12K nouns



Mask prompt tuning for CLIP

After collecting the data, how can we finetune the CLIP?

A photo of
a {teapot}

. l . The most notable difference between a masked
Flnetumng image and a natural image is that background
CLIP pixels in a masked image are masked out.

T




Mask prompt tuning for CLIP

We only need to finetune the ‘blank areas’ whiling keep the entire CLIP model frozen.

Frozen parameters Learnable mask prompt

A photo of Text
a {teapot} enc.

v
Similarity
f
Image
enc.

Y

Mask promp



Mask prompt tuning for CLIP

We replace the blank tokens with leanable tokens
Learnable mask prompt

r—1 Blank tokens Normal tokens ® Replacement
] | ® F7] =
L] = @z 22 | l
- a | w2 |8, teapot
B | Patch ®§ 77 5 : §
. Emb | ® e |ZZa | |a
Patchify ] =-®z2| | ez
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Evaluation setting

Training Evaluating

Zero-shot
transfer

COCO-stuff ADE-20k Pascal Context
# of classes: 171 # of cls: 150 or 857 # of cls: 59 or 459
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Performance

* A-847/150: ADE with 847/150 classes » PC-459/59: Pascal Context with 459/59 classes * PAS-20: VOC 2012 with 20 classes

method | backbone training dataset | A-847 PC-459 A-150 PC-59 PAS-20
Open-vocabulary generalist models.

SPNet (Xian et al., 2019) R-101 PASCAL-15 - - - 243 18.3

ZS3Net (Bucher et al., 2019) | R-101 PASCAL-15 - - - 194 38.3

LSeg (Li et al., 2022) R-101 PASCAL-15 - - - - 47.4

LSeg+ (Ghiasi et al., 2021) R-101 COCO Panoptic 25 52 13.0 360 59.0

SimBaseline (Xu et al., 2021) | R-101c COCO-Stuff-156 - - 15.3 - 74.5

ZegFormer (Ding et al., 2022) | R-50 COCO-Stuff-156 - - 164 - 80.7
OpenSeg (Ghiasi et al., 2021) | R-101 COCO Panoptic 4.0 6.5 153  36.9 60.0
OVSeg (Ours) R-101c  COCO-Stuff-171 71 11.0 248 533 92.6

LSeg+ (Ghiasi et al., 2021) Eff-B7 COCO Panoptic 3.8 7.8 é&% 46.5 -
1

OpenSeg (Ghiasi et al., 2021) | Eff-B7 COCO Panoptic 6.3 9.0 . 42.1 -
| OVSeg (Ours) Swin-B COCO-Stuff-171 9.0 124  29.6 55.7 94.5 |
Supervised specialist models.
FCN (Long et al., 2015) FCN-8s  Same as test - - 29.4 37.8 -
Deeplab (Chen et al., 2017) R-101 Same as test - - - 45.7 77.7
SelfTrain (Zoph et al., 2020) | Eff-L2 Same as test - - - - 90.0

Our model outperforms the state-of-the-art OpenSeg by a +8.5% margin.

For the first-time, we show open-vocabulary generalist models can
model.



OVSeg + Segment_Anything

segmentation map

class names

obama, clinton, bush

Proposal generator

© Ssegment_Anything MaskFormer
For Segment_Anything only, granularity of masks from 0 (most coarse) to 1 (most 0.9
precise)

input_img

Clear Submit
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Feel free to try our model /codes /demo !
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