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| Background CVPR

With existing methods, there are still large performance gaps between
models trained with noisy samples and models trained with clean samples.

08 Accuracy on CIFAR-10 with 40% noisy labels
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This phenomenon raises two questions:
How Noisy Labels Affect the Training and Why Do Existing Methods Have Limited Effects.
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l How Noisy Labels Affect the Training CVP

a': The activated feature map of the I-th layer
m!: The output feature map of the I-th layer
w': The kernel weight of the [-th convolution layer
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l How Noisy Labels Affect the Training
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» Gradient Weight
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For CE loss, =pr—qc (g = 1[y=EK])
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The model trained with mislabeled samples generates gradient
deviation, which will be accumulated and cause continuous damage.
That is how noisy labels affect the training.



| Why Do Existing Methods Have Limited Effects

The summarized gradient welght ) of existing methods.

Method Formula of gradient weight 9L(y)/0z,

Cross Entropy Pr — 4k

GCE [16] Py (Pr — k)

SL[13] (o + Bl Alpy) (P — ax)

ELR [¢] (Pr. — ax) + 5P EE oy

Peer Loss [10] (P - a{) = " — )

EG Reweighting [11] | wee (Pr — qk)

CIW [4] werw (Pe — k)

Co-teaching [] 1[L(p*)y < 7] (Pr — qr)

DivideMix [5] 1[GMM (L(p*)y) > 7"] (pr — qr)

- : L . . 0L(Y)
Existing methods essentially enhance or inhibit the gradient weight term Py

k

« Samples with low confidence would be reduced or removed to avoid the influence of noise
but therefore cannot be exploited in model training.

* Methods with semi-supervised learning train uncertain samples based on unreliable
predictions, new noise will be introduced on another fixed direction.
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| Gradient Switching Strategy (GSS)

Instead of switching the gradient into another fixed direction,
GSS is proposed to select directions with dynamic probabilities.
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The updating of the gradient direction pool is
based on three strategies:

Original:  v°" = pgz(1 — e/E),
Predicted: v"" = pz(Aie/E),
Random: v"% = \ye/E,

» Mislabeled but easy samples will be highly confident and generate explicit principal
directions. Thus these samples can be trained in correct directions, rather than being

misled by original labels or removed directly.

« For uncertain samples, the gradients switch more randomly across all categories, which
allows the model to explore in various directions without being affected by the continuous
damage. Principal directions can be generated as the model performance improves.



l Experiment

The gradient bias of each sample with the
noisy label y and clean label y:
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The experimental analysis of various methods’ gradient
biases in different training stages:

Dataset CIFAR-10 CIFAR-100
Epochs | 50 100 150 50 100 150
Agor: | 215 ] 565 | 17.62 | 5.26 | 13.26 | 2691

GrBa?;fm Age | 122|270 | 667 | 336 | 731 | 1452
Ge10n) | Aot | 118|264 | 671|329 | 720 | 1834

Aggss | 1.20 | 2.61 | 6.53 | 3.27 | 7.04 | 12.19
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original: Agyri = pa ® ‘S(dg — dy)|

Sample
Screening: Ags. = pa ® |8 Z

8zk |

= pa ® |8 Z:dek —(1- Py)dy)|
k#y

Semi-supervised L OL(
ssl y 82 g
Learning: Aggq = pa ® ‘ Z ( szl - 8!3)57?;”

GSS (ours): Agyss = pa @ ‘ Z (dg. — dy)|

* In methods of sample screening, the filtered samples can not be used in training, which causes bias with

clean labels.

« SSL has a relatively low bias at the early stage, but the bias increases more compared to Ags. and Ag s,
which might be due to the added noise by using predictions as targets for mislabeled samples.
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. Symmetric Asymmetric

Dataset Method \Ratio 20% 30% 60% 80% 20% 30% 30%
GCE[51] 88.77+0.18 84.66+1030 78431025 66.11+£0.27 | 87.28+0.13 84.63+0.15 82.15+£0.27
SL[41] 88.084020 84.624028 78224025 68.53+026 | 84.94+0.19 80.90+£0.22 78.7140.21
CIEARLLO ELR+ [27] 87.7740.30 83.874028 79.194030 62.0140.32 | 84354020 82364022  80.56+0.29
Co-teaching [10] | 89.59+0.09 87.204020 81.4040.15 72.94+021 | 85.99+0.12 84.23+0.11  79.48+0.12
JoCoR [30] 86.824024 85314022 76504023  66.94+033 | 86.73+0.18 79.84+0.17 77.1940.24
DivideMix [19] | 94.2640.14 92.85+0.19 92264021 90.0740.17 | 92.9840.15 91.5740.13  90.59+0.16
GSS-SSL (Ours) | 94.3140.12  94.2040.11 92.84+0.25 91.61+0.21 | 93.4240.10 92.44+0.12 91.82+0.10
GCE 69.194024  63.174035 52454032 22.60+£040 | 67.1940.30 55414028 49.75+0.28
SL. 70434029 62284031 53204045 25794042 | 69.114028  57.634+0.30  52.064+0.27
CIEAR-100 ELR+ 66774033  63.894026 49.93+026 19.814£0.33 | 64.104£028 51.894+0.36 46.78+0.35
Co-teaching 70.3540.19 64544020 52994022 27.054024 | 69.96+0.23 58.844039  55.74+0.35
JoCoR 65.364027 61704024 50334031 18444040 | 64.014£041 53.404049  48.99+0.48
DivideMix 75.8040.14  73.9040.16 67.414£0.16 45.8240.15 | 72204020  69.0440.19  59.1640.19
GSS-SSL (Ours) | 76.71+0.19  76.10+0.20 71.92+0.21 55.04+0.25 | 73.81+0.22 72.20+0.27 65.841+0.20
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Classification results on CIFAR-10 and CIFAR-100 with different ratios of symmetric/asymmetric noise.

Method ClothingIM WebVision ILSVRCI12
Topl Topl | Top5 | Topl | Top5
GCE [51] 71.73 61.22 | 80.81 | 59.13 | 79.09
SL [41] 72.05 63.78 | 84.29 | 61.56 | 84.08
ELR+ [22 71.48 63.61 | 83.50 | 60.10 | 83.13
Co-teaching [10)] 72.50 64.09 | 85.01 | 6294 | 84.76
JoCoR [50] 71.74 60.79 | 82.48 | 57.15 | 81.33
DivideMix [19] 74.59 77.21 | 91.60 | 75.23 | 90.76
GSS-SSL (Ours) 74.88 77.35 | 93.09 | 75.18 | 92.84

Classification results on real-world noisy datasets.
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The ablation results of GSS combinations with various frameworks.
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» This paper makes a deep analysis from a new perspective of gradient directions,
demonstrating that label noise can cause continuous damage throughout the model training.

» The Gradient Switching Strategy (GSS) is proposed to prevent the continuous gradient
damage of mislabeled samples to the model training.

» Detailed theoretical analysis and extensive experimental results show that the proposed GSS

can effectively prevent damage of mislabeled samples.
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