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Background

With existing methods, there are still large performance gaps between

models trained with noisy samples and models trained with clean samples.

This phenomenon raises two questions:

How Noisy Labels Affect the Training and Why Do Existing Methods Have Limited Effects.



How Noisy Labels Affect the Training

𝑚𝑙: The output feature map of the 𝑙-th layer

𝑎𝑙: The activated feature map of the 𝑙-th layer

𝑤𝑙: The kernel weight of the 𝑙-th convolution layer

The visualization of 
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The gradients
𝜕𝑧𝑘

𝜕𝑚𝑙 of the same category have similar

distributions, which can be regarded as gradient direction.
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How Noisy Labels Affect the Training
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𝑚𝑙: The output feature map of the 𝑙-th layer

𝑎𝑙: The activated feature map of the 𝑙-th layer

𝑤𝑙: The kernel weight of the 𝑙-th convolution layer

The model trained with mislabeled samples generates gradient

deviation, which will be accumulated and cause continuous damage.

That is how noisy labels affect the training.

𝑚𝑙 = 𝑎𝑙−1⨂𝑤𝑙



Why Do Existing Methods Have Limited Effects

The summarized gradient weight 
𝜕ℒ ෤𝑦

𝜕𝑧𝑘
of existing methods.

Existing methods essentially enhance or inhibit the gradient weight term
𝜕ℒ ෤𝑦

𝜕𝑧𝑘
.

• Samples with low confidence would be reduced or removed to avoid the influence of noise

but therefore cannot be exploited in model training.

• Methods with semi-supervised learning train uncertain samples based on unreliable

predictions, new noise will be introduced on another fixed direction.



Gradient Switching Strategy (GSS) 

Instead of switching the gradient into another fixed direction, 

GSS is proposed to select directions with dynamic probabilities.

Original:

Predicted:

Random:

The updating of the gradient direction pool is 

based on three strategies:

• Mislabeled but easy samples will be highly confident and generate explicit principal

directions. Thus these samples can be trained in correct directions, rather than being

misled by original labels or removed directly.

• For uncertain samples, the gradients switch more randomly across all categories, which

allows the model to explore in various directions without being affected by the continuous

damage. Principal directions can be generated as the model performance improves.



Experiment

The experimental analysis of various methods’ gradient 

biases in different training stages:

The gradient bias of each sample with the 

noisy label ෤𝑦 and clean label 𝑦:

• In methods of sample screening, the filtered samples can not be used in training, which causes bias with 

clean labels.

• SSL has a relatively low bias at the early stage, but the bias increases more compared to ∆𝑔𝑠𝑐 and ∆𝑔𝑔𝑠𝑠, 

which might be due to the added noise by using predictions as targets for mislabeled samples.
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Experiment

Classification results on CIFAR-10 and CIFAR-100 with different ratios of symmetric/asymmetric noise.

Classification results on real-world noisy datasets. The ablation results of GSS combinations with various frameworks. 



Conclusion

• This paper makes a deep analysis from a new perspective of gradient directions, 

demonstrating that label noise can cause continuous damage throughout the model training. 

• The Gradient Switching Strategy (GSS) is proposed to prevent the continuous gradient 

damage of mislabeled samples to the model training.

• Detailed theoretical analysis and extensive experimental results show that the proposed GSS 

can effectively prevent damage of mislabeled samples.



Thanks for Listening


