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Problem definition of data-free meta-learning (DFEML): Our contributions:
/ Private Dataset\ /Public Model Poom » Propose a united framework PURER, which is architecture,
Q) ) . dataset and model-scale agnostic.
[ Data of Task #1 ] Personal | | Model of Task #1 | _
trainin ) \ * Propose two techniques:
[ Data of Task #2 ] Model of Task #2 < . o
. J ) . . . Efficient meta training with pseudo tasks
pt Episode Curriculum Inversion —» . . ) er
@ o of adaptively increasing difficulty level
( ~+
| Data of Task #n | | Upload Model of Task #n S _ . _ | o
- ’ 5 Inversion Calibration following Inner Loop — Alleviate task-distribution shift
N N F
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Training resources * Evaluate DFML on three real-world scenarios with superior gains:
Meta knowledge
DFML SS: modes pre-trained on Same dataset with Same architecture
New Unseen Tasks | .
Generalize Algorithm "4 SH: modes pre-trained on Same dataset with Heterogeneous architecture
< ] MH: modes pre-trained on Multiple dataset with Heterogeneous architecture

Meta testing

Goal: DFML aims to enable efficient learning of new unseen tasks by meta-learning the meta-knowledge from a collection of
public pre-trained models without access to their private training data.
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What information can we obtain from numerous pre-trained models of different tasks?

(1) limited information with unsatisfactory performance

Model parameters > . limitations
. Prior work DRO > only applicable to models with the same architecture
Model architectures @ only app

(3 can not deal with large-scale models

What else?

Explore underlying data knowledge contained in models:

5-way pseudo episode
CIFAR-FS from Conv4 CIFAR-FS, from ResNet-18

Inverse _
Pseudo Data < Pre-trained Models




Methodology

Overall framework of PURER:

Meta Training with ECI
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feedback: if meta model converges?

simple Episode Curriculum Inversion hardy
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Meta Training Process

4 - Inversion Loss Gradient 4 - Inner Loss Gradient <4 - Quter Loss Gradient == Signal o\o Gradient Switch © Gradient Reverse

Meta Testing with ICFIL
Inversion Calibration following Inner Loop (ICFIL)
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Meta-training with Episode Curriculum Inversion (ECI):

Distill a sequence of pseudo tasks from models of adaptively
iIncreasing difficulty level according to the real-time feedback of
the meta model.

Meta-testing with Inversion Calibration following Inner Loop (ICFIL):

A plug-and-play supplement of mete testing to alleviate the task-
distribution shift issue caused by the gap between pseudo tasks
during meta training and real tasks during meta testing.
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Adversarial learning objective of PURER:

Adversarially update pseudo dataset D and meta-learner 6:

min max TIED[ Liny(D) + 1(Q) * Louter (T;0)].
| l

data-generation loss meta-learning loss
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Episode Curriculum Inversion (ECI):

Goal: Distill a sequence of pseudo tasks with adaptively increasing difficulty level to achieve efficient meta training.

episode inversion (EI)  episode curriculum inversion (ECI) D ataset g enerat | on:

ginal task . o o -
e e Min Low@) = 3 18,5 %)+ Rprior @)+ Rycature(2)
* . * * % D (#,y)€D
»

¥y an *
* oy %X e v
classification loss  regularization terms

next inversion

% tasks already learned well * tasks not learned yet . .
Curriculum mechanism:

At each episode, El may repeatedly synthesize the tasks already learned
: : max :
well, while ECI only synthesizes harder tasks not learned yet. 1? 1(2)|* Louter (T 0)]

|—> feedback from meta model indicating when harder tasks are needed
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Goal: A plug-and-play supplement of meta testing to alleviate the task-distribution shift issue caused by the gap
between pseudo tasks of meta training and real tasks of meta testing.

Inversion Calibration following Inner Loop (ICFIL)

suppart set

Calibrate the meta-learned meta model via contrastive learning:
I :
e | exp [p(z)" ¢(27) /7
Ecalib’r‘ation (¢)— Z Zl e ]
i 57 Lo 2 BT exp [p(2)TH(2) /7]

(a) Meta training with pseudo task

Jeaul
uonopad

task distribution shift
suppo HISEt from inversion to reality

.
.

quety set

..

(b) Meta testing with real task
Task-distribution shift between meta training and testing.

uonoipad

x*: pseudo data with the same label of real data x

X~ pseudo data with different label of real data x




Results

Three real-world scenarios:

Y
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SS: modes pre-trained on Same dataset with Same architecture
SH: modes pre-trained on Same dataset with Heterogeneous architecture
MH: modes pre-trained on Multiple dataset with Heterogeneous architecture

Quantitative results:

SH

Method 1-shot 5-shot

CIFAR-FS
5-way

Random 21.65+0.45 21.59 £ 0.45
Ours 39.15 £ 0.70 49.08 -+ 0.74

MinilmageNet
5-way

F';urs 28.76 £ 0.60  35.19 + 0.64

SS Method 1-shot 5-shot
Random 21.65+ 045 21.59 & 0.45
Average 28.12+0.62 32.15+0.64
CoAelS  OTA 2910+£065 3433 %067
DRO 23924049 2434 4049
Ours  38.66+0.78 5195 + 0.79
Random 2245+ 041 2348 & 0.45
.. Average 22.87+0.39 26.13 +0.43
MinilmageNet
Vsway | OTA 24 224053 27224059

Ours

3114:|:063 4086:|:064

MH Method

1-shot 5-shot

S-way

Random 21.11 041

Ours

21.34 £0.40
28.50 £ 0.63 33.10 £ 0.69




Results

5-way pseudo episode
CIFAR-FS, ﬁ'om Conv4

Qualitative results:

Visualization of pseudo tasks

Visualization of harder tasks

Image

| 127 386

meta-training process (iterations ++)

Iteration

JUNE 18-22, 2023 ! f

CVP

CIFAR-FS, from ResNet-18
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tasks harder tasks
at 386 iteration at 4088 iteration
5 % X,
. *t* L
- S
* *. *x *°.. f‘:
% support set @ query set
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