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Why Semi-supervised Semantic Segmentation (SSS)?
The success of supervised semantic segmentation depends closely on large datasets 

with high-quality pixel-level annotations. 
Delicate and dense pixel-level labelling is costly and time-consuming, which 

becomes a significant bottleneck in practical applications with limited labelled data.

How recent SSS work? (leveraging the unlabeled data)
Pseudo-labeling: Train on labeled data and then generate pseudo-labels on unlabeled data, 

iteratively adding high-confidence predicted unlabeled data to labeled set.
Consistency regularization: Apply data or model perturbations and enforce the 

prediction consistency between two differently-perturbed views for unlabeled data.

Background
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Existing studies are Complicated
Augmentations
Image-level
Feature-level

Auxiliary tasks
Contrastive loss
Multiple branch
Co-training

Pseudo-rectifying
Various filtering
Correcting networks
Prior-based 

Motivation
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What is the key in current dominant CR-based approaches? 
 to produce prediction disagreements on unlabeled data,
such that unlabeled samples can be leveraged to train models even if their labeled 

information is un-known.

How can we produce such disagreement?
Data / model / feature perturbations
Data-level: auto-augmentations, mix-based augmentations (our focus)
Model-level: different architectures, dropout, stochastic depth

We argue that:
Various data augmentations should be adjusted to better adapt to the semi-supervised 

scenarios instead of directly applying these techniques from supervised learning.

Motivation (Cont.)
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Method
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Random Intensity-based Augmentations
Sample the distorting degree uniformly in a continuous space instead of a 

finite discrete space. 
Sample a random number of augmentations, bounded by a maximum 

value of k, from an augmentation pool instead of using a fixed number.

Remove strong transformations e.g. 
Invert operations

Method (cont.)
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Adaptive CutMix-based augmentations

Method (cont.)
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Experiments: Ablation Study
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Experiments: Comparison with SOTAs
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We propose a simple-yet-effective SSS framework, AugSeg, which 
follows a standard two-branch teacher-student framework to train 
models on labeled and unlabeled data jointly.

We break the trend of SSS studies that integrate increasingly complex 
designs, and revise the widely-adopted data augmentations to better 
adapt to SSS tasks by injecting labeled information adaptively and 
simplifying the standard RandomAug with a highly random design.

Without any additional complicated designs, AugSeg readily obtains 
new SOTA performance on popular SSS benchmarks under different 
partition protocols.

Conclusion
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