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● Improves Supervised and Self-supervised
● 27% RMSE reduction
● Better estimates for further areas
● SOTA on KITTI
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● Multi-view traditional methods
○ 3D geometry based
○ Accurate estimations
○ Sparse depth map
○ Not learned priors

● Single-view networks
○ Learned priors
○ Dense estimations
○ Vast collections of images
○ No geometry based 

Overview  -  Motivation  -  Method  -  Experiments - Conclusion

how to combine both?
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1. Compute SfM reconstruction 
2. Compute Network predictions
3. Align both depth maps
4. Use sparse depth as pseudo-gt

reprojection error

scale from alignment
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1. Compute SfM reconstruction 
2. Compute Network predictions
3. Align both depth maps
4. Use sparse depth as pseudo-gt

5. Optimize the encoder
6. Get refined predictions
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● Heteroscedasticity
● Uneven distribution of points

● Many outliers (both distributions)
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Two Steps: Strict & Relaxed Model

1. Strict model

• RANSAC to remove outliers

• Weighted Least Squares

•

2. Relaxed model

• Use s to include outliers and 
correct them

 ^
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● SfM-TTR improves depth 
estimations

● Bigger improvement than 
photometric refinement

● Specially for further areas
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● Improvement in different network architectures
● Improvement in self and supervised models

KITTI



Conclusions

● SfM serves as good pseudo ground truth
● Significant improvement of the estimations

○ Specially in distant points
● Better results than other refinements
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Paper+code
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