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End-to-end Neural Models

Input Image x

End-to-end Model label y (black-throated sparrow)Black Box
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Concept Bottleneck Models (CBM)

Input Image x

• Challenges:

• Require heavy human annotation.

• Underperform end-to-end models.

Koh et al., Proceedings of the 37th 
International Conference on Machine 
Learning, 2020 
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Language Model Guided Concept Bottlenecks 

Input Image x

prompt: describe what the black-throated sparrow looks like:

!𝒚
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Prompt LLM to generate concepts



Submodular Concept Selection
• Ensure the concepts selected for the bottleneck 

are discriminative and diverse.
• General concepts: This is an animal.
• Repetitive concepts:

Gills are bright pink./ Pink gills.
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Compute Concept Scores



8

Predict the Target
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Datasets
Common Objects
ImageNet1K CIFAR-10/CIFAR-100

Fine-grained Objects
Flower-102 Food-101 Aircraft CUB

Action
UCF-101

Textures
DTD

Skin Tumors
HAM10000

Satellite
RESISC45
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Experimental Setup

• Baselines:

• Linear Probe: logistic regression on the image features.

• PCBM: Post-hoc CBM (Yuksekgonul et al., 2022)

• Ensemble CBM prediction with end-to-end prediction.

• ComDL: Compositional Derivation Learning (Yun et al., 2022)

• Human designed concepts.

• Linear layer over CLIP similarity scores.

• Few-shot/Fully-supervised.

• Metric: accuracy.
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Comparison with Blackbox Model

LaBo outperforms the black-box model in few-shot.
LaBo achieves competitive performance with more data.
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Comparison with Previous CBMs

LaBo doesn’t rely on black box predictor.
LaBo doesn’t require human annotations.
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Qualitative Results
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Human Evaluation
• Metrics:

• Factuality: how accurately the concepts describe their designated class.

• Groundability: how consistent the model grounds the concepts to images.

concept: red
class: apple

class: banana

factuality

concept: red

groundability
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Human Evaluation

• Invalid Concepts
• Non-sensical
• Unknown vocabulary
• Non-visual
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Human Evaluation

• Compare with concepts from human-written text:

• WordNet definition.

• Wikipedia sentences (Kil and Chao, 2021).
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Conclusion
• We demonstrate that the accuracy and interpretability of vision systems may be 

less at odds than previously believed.

• Leveraging LLMs was crucial, as they encode important visual knowledge. 

• In the future, our approach can easily be enriched with new factors that capture 

different priors on bottleneck construction.
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Thank you!


