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Introduction and motivation 

Style-content disentanglement approach:  combine the 
content representations of source characters and the style 
codes of reference samples to generate font images.Reference
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Recent methods explore powerful style representations,  
which ignore the spatial transformations in transferring 
font styles.

We model font generation as a continuous transformation 
process from the source character image to the target font 
image via the creation and dissipation of font pixels.

New 
Solution

Inspired by advances in Neural Radiance Field (NeRF), 
we embed the corresponding transformations into a 
Neural Transformation Field (NTF).

New 
Model

Fig.1 Style-content disentanglement approach.

Fig.2 The motivation of our NTF.



Representing Font Generation as the Transformation Process of Font Pixels

The transformations of different font styles can be divided into 
two categories, the font pixel generation process and 
dissipation process.

New 
Solution

We embed the corresponding transformations into a Neural Transformation Field (NTF), namely 𝜑𝜑, 𝜏𝜏 = 𝐹𝐹Θ(𝜃𝜃|𝐹𝐹𝑐𝑐). 
𝜃𝜃: font style; 𝜃𝜃0: standard font

New 
Model

• creation intensity 𝜑𝜑: represents the non-font pixel changing 
to font pixel or the font pixel enhancing its intensity.

• dissipation rate τ: represents a font pixel weakening its 
intensity with the rate τ.

Stylized Font Images Optimize NTF
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Fig.2 The motivation of our NTF.

Fig.3 The methodology of our NTF. Fig.4 Generalize our NTF to multi-char and localized 
style representation cases.

Style estimator 𝐸𝐸𝜃𝜃: predicts the 
locations 𝜃𝜃 of each font style

Locations in NTF: each font style is 
represented by a specific location 𝜃𝜃

Font generation: a transformation 
process of font pixels from the 
original point to the target location
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Fig.2 The motivation of our NTF.

Fig.4 Generalize our NTF to multi-char and localized 
style representation cases.

Style estimator 𝐸𝐸𝜃𝜃: predicts the 
locations 𝜃𝜃 of each font style

Locations in NTF: each font style is 
represented by a specific location 𝜃𝜃

Font generation: a transformation 
process of font pixels from the 
original point to the target location

Once we obtain the creation intensity 
and dissipation rate along the 
transformation path, we can collect 
these intermediate transformation 
results and formulate the font 
generation as a font rendering process
in Neural Transformation Field.



Font Rendering with Neural Transformation Field

• The transformed intensity at location 𝜔𝜔 can be expressed 
as:

The first term models the creation process while the second
term models the dissipation process of font pixels. 
• The solution to this differential equation are:

This equation is the font rendering formula in NTF, and 𝑇𝑇(𝜔𝜔)
represents the accumulated transformations along the path from 
the location 𝜔𝜔 to 𝜃𝜃.
• In practice, we estimate this continuous integral numerically. 
The interval from the original point to location 𝜃𝜃 is partitioned 
into N evenly-spaced segments with the length 𝜉𝜉 = 1

𝑁𝑁
𝜃𝜃, and we 

draw one sample in each segment 𝑖𝑖 at the location 𝜃𝜃𝑖𝑖 = 𝑖𝑖𝜉𝜉.

Fig.5 The visualization results of the intermediate rendering process.

(Eq.1)

(Eq.2)

(Eq.3)



Font Rendering with Neural Transformation Field

• The transformed intensity at location 𝜔𝜔 can be expressed 
as:

The first term models the creation process while the second
term models the dissipation process of font pixels. 
• The solution to this differential equation are:

This equation is the font rendering formula in NTF, and 𝑇𝑇(𝜔𝜔)
represents the accumulated transformations along the path from 
the location 𝜔𝜔 to 𝜃𝜃.
• In practice, we estimate this continuous integral numerically. 
The interval from the original point to location 𝜃𝜃 is partitioned 
into N evenly-spaced segments with the length 𝜉𝜉 = 1

𝑁𝑁
𝜃𝜃, and we 

draw one sample in each segment 𝑖𝑖 at the location 𝜃𝜃𝑖𝑖 = 𝑖𝑖𝜉𝜉.

Fig.5 The visualization results of the intermediate rendering process.

(Eq.1)

(Eq.2)

(Eq.3)

The generated font image gradually transforms from the 
source style to the target style: 
• the unrelated font pixels in source images are 

dissipated 
• other pixels of target font are gradually created

For the creation process: 
• the skeleton of the font is first generated, 
• then the fine-grained details are added, and the 

structures of characters become smooth and complete



Overall Framework
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Fig.6 The overall network of our font generation method.

Our font generation method contains four parts, including a style estimator, a structure encoder, a neural transformation field 
(NTF), and a discriminator. 
1. Given a style image as the reference image and a source image, the style estimator estimates the 3D location from the 

reference image while the structure encoder network embeds the structure information from the source character. 
2. Then we generate N sampling points along the estimated path, and obtain the creation intensity and dissipation rate at each 

sampling point from NTF. 
3. Finally, we collect the intermediate results and generate font images by font rendering formula.



Qualitative and Quantitative Comparisons

Fig.7 Qualitative comparisons of our NTF with other state-of-the-art methods.

Tab. 1 Quantitative comparison on few-shot font generation task. Tab. 2 Quantitative comparison in inference running time, 
number of parameters, and computation complexity.



Contribution and Limitations
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Contributions: 

• We regard font generation as a continuous transformation process by 
the creation and dissipation of font pixels along the transformation 
path, and embed such transformations into the neural transformation 
field (NTF).

• A differentiable font rendering procedure is developed to accumulate 
the intermediate transformations into the target font image. 

• Experimental results show that our method outperforms the state-of-
the-art methods in the few-shot font generation task, which 
demonstrate the effectiveness of our proposed method.

Limitations: 

• The computation complexity will increase and the inference running 
time will decrease, when we utilize more sampling numbers to 
perform font rendering.

• Since only few reference samples are provided and does not cover all 
strokes, few-shot font generation task is still a difficult task in 
computer vision community. Some local details of generated images 
are imperfect.
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