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Introduction

Motivation: improve the performance of SNN through constructing deeper structures 

SNNs: difficult to train a deep SNN directly

due to non-differentiable spikes

ANNs: easy to train a deep SNN directly

through backpropagation method
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Fig1. The artificial neuron of ANNs. Fig2. The spiking neuron of SNNs.



Introduction

Related Work: it is difficult to train deep SNNs with loss function directly

ANN-to-SNN Conversion MethodsSurrogate Gradient Training Methods

Fig3. Using surrogate gradients to implement 
error backpropagation for training SNNs.[1]

Fig4. Transferring the trained weights from an 
ANN to an SNN to indirectly train the SNN.[2]

[1] Wu, Y., Deng, L., Li, G., Zhu, J. and Shi, L., 2018. Spatio-temporal backpropagation for training high-performance spiking neural 
networks. Frontiers in neuroscience, 12, p.331.
[2] Cao, Y., Chen, Y. and Khosla, D., 2015. Spiking deep convolutional neural networks for energy-efficient object recognition. International 
Journal of Computer Vision, 113, pp.54-66.



Methodology--overall training algorithm

Method: The joint ANN-to-SNN knowledge distillation 

method transfers the hidden knowledge in a pre-trained 

teacher ANN model to the student SNN model to guide 

the training of SNN.

Spiking neuron model: IF model



Methodology--response-based knowledge  distillation 

Method: The response-based knowledge  distillation transfers the knowledge from the 

output layer (teacher ANN model) to the student SNN model to guide the training of the SNN.

Fig5. KDSNN with response-based knowledge distillation.

𝐿𝐾𝐷 = 𝛼𝑇2 ∗ CrossEntropy 𝑄𝑆
𝜏, 𝑄𝑇

𝜏 +

(1 − 𝛼) ∗ CrossEntropy 𝑄𝑆, 𝑦true

T : temperature
𝑄𝑆 : the output of student model 
𝑄𝑆
𝜏, 𝑄𝑇

𝜏 : the output of student and teacher  
model after softening

𝑦true : the true labels

Loss function



Methodology--feature-based knowledge distillation 

Method: The feature-based knowledge distillation utilizes the hidden knowledge in some 

intermediate layers of ANN to guide the training of SNN.

Fig6. KDSNN with feature-based knowledge distillation.

Loss function

𝐿distill = ෍

𝑖

𝑊𝐻𝐶

ቊ
0 if 𝑆𝑖 ≤ 𝑇𝑖 ≤ 0

𝑇𝑖 − 𝑆𝑖
2 otherwise

𝑇𝑖 :  the features of the teacher ANN model
𝑆𝑖 : the spiking based features of the student SNN model
𝐿𝑡𝑎𝑠𝑘 : the loss between true labels and the
real output of the student SNN mode𝑦true : the true 
𝐿distill : the loss of the intermediate layers

𝐿𝐾𝐷 = 𝐿𝑡𝑎𝑠𝑘 + 𝛼 ∗ 𝐿distill



Experiments

Results: Evaluation under different knowledge levels and architectures

Tab1. Test accuracies of KDSNN with different teacher ANNs and Student SNNs on CIFAR10. To 
show the effectiveness of the proposed KDSNN training method adequately, we design and 
implement several KD methods to construct efficient student SNN models under the utilization of 
feature representations of teacher ANNs.



Experiments--Noise resistance

Results: KDSNN method can learn rich knowledge from teacher ANNs and

behave better than original SNNs in a noisy environment

Tab2. Classification performance evaluation of KDSNN on CIFAR10 and MNIST with different types of noise.

Fig.7 MNIST dataset with different noise Fig.8 CIFAR10 dataset with gaussian noise



Experiments--power efficient

Results: KDSNN method can learn rich knowledge from teacher ANNs and

behave better than original SNNs in a noisy environment

Tab3. Comparison of the memory and operations from ANN and the proposed SNN models.

Advantage: 
low power consumption

Fig.9 spike sequence



Experiments

Results: Performance comparison with other methods

Tab4. Summary comparison of classification accuracies with other spiking based models. To better 
demonstrate the superior performance of the proposed KDSNN model, we compare the proposed KDSNN 
training method with other methods. The KDSNN training method could improve the performance of SNNs 
with high classification accuracy and fewer time steps.



Conclusion

Summary and Future Outlook:

◆ We proposed spiking based surrogate gradient methods and ANN-to-SNN conversion
combination-based training;

◆ The proposed method would build SNN models faster which means we can use less time to
achieve or even exceed the performance of other spiking models;

◆ In our future work, we will expand both structures of ANNs and SNNs to utilize the
advantages of the proposed.


