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Abstract

• We generate a series of compatible sub-models with different capacities through 

one training process. 

• We mitigate the gradient conflict when learning compatibilities from the 

perspective of the magnitude and direction.
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Current Work

• Dynamic Neural Networks

• Hand-crafted: dynamic depth, dynamic width, dynamic routing, dynamic parameters, etc.

• Neural Architecture Search (NAS)

• Difference between Current Work with Our Work

• Current works output with definite semantic information (e.g., class id, detection box) which 

are naturally interoperable. 

• Our works focuses on feature compatibility which is required by the Visual search system.
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Current Work

• Backward Compatible Learning

• Given a fixed old model, align the learnable models with the fixed old one in metric space.

• Focus on the optimization difficulties caused by the old model

• Difference between Current Work with Our Work

• Current works focus on one-to-one compatible learning paradigms.

• Our work studies a new compatible learning paradigm that aims to learn many-to-many 

compatibility among multiple learnable models.
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Our Method

• Framework

• Convert the traditional convolutional neural network into a switchable neural network.

• Calculate compatible loss 𝐿𝑐1 , 𝐿2, … 𝐿𝑐𝑚 ,on different sub-models.

• Optimize the sub-models by aggregating gradients.  

The IEEE/CVF Conference on Computer Vision and Pattern 

Recognition 2023



Our Method

• Aggregation Method based on the Gradients Projection

• Problem:  Aggregating the gradients by summation may cause mutual interference, which 

means the improvements of sub-models are overestimated or underestimated. 

• Solution: Gradients with conflicting directions are projected to the orthogonal direction.
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Our Method

• Compatible Loss based on the Uncertainty Estimation

• Problem:  The imbalance of gradient magnitude between sub-models may also cause mutual 

interference.

• Solution: Adjust the priorities of sub-models dynamically through uncertainty estimation.
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Performance

• Compatible Loss based on the Uncertainty Estimation
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Baseline performance comparison on Market1501 (mAP). “Unified Model” are models without 

any compatible regularization



Conclusion

• We propose a Switchable Representation Learning Framework with Self 

Compatibility for multi-platform model collaboration. 

• The method enables us to obtain models with various capacities to fit different 

computing and storage resource constraints on diverse platforms. 

• It learns many-to-many compatibility by uncertainty estimation and gradient 

projection.  
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Conclusion

Thank you for listening!
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