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Overview

Efficient ViT

Linear self-attention (Swin)

Token Sparsification (Ours)

Issues in token sparsification

(i) Dramatic accuracy drops;

(ii) Application difficulty in the local
vision transformer;

(iii) Non-general-purpose networks for
downstream tasks.

STViT

STViT-R

A few tokens with high-level semantic representations can achieve 
both high performance and efficiency. 

Restore full resolution feature map to achieve downstream tasks.



Observation

(i) Unlike local CNNs, ViT discretizes feature map as tokens.

(ii) Discrete tokens are more beneficial for optimization [1].

(iii) There are only several vertical lines in the deep layers in the attention maps in
different transformer layers.

[1] Pichao Wang, Xue Wang, Hao Luo, Jingkai Zhou, Zhipeng Zhou, Fan Wang, Hao Li, and Rong Jin. Scaled relu matters for training vision transformers. 

Employing a few discrete tokens with high-level semantic information can potentially achieve both high 
performance and efficiency. 



Semantic token generation module (STGM)

Self-attention can conduct cluster center recovery (Sup. A.7)

• Spatial semantic tokens
• Global semantic tokens

STViT in local vision transformers

STViT for downstream tasks

• Dumbbell units
• Recovery module

Method



Results
• Image classificationx



• Downstream tasks




