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DynamicDet

Dynamic neural network

Overview

Object detection
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DynamicDet Overview

A unified dynamic architecture for object detection

Accelerate 39%
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DynamicDet
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• Variable-speed inference
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DynamicDet

Dynamic neural network

Introduction

Human brain         Neural network

Early exiting!
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DynamicDet

Dynamic object detection?

Introduction

• Decoder for image classification task
• Linear layer

• light
• single-scale feature

• Decoder for object detection task
• Neck and head

• heavy
• multi-scale features

linear

neck, head

Image classification

Object detection
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DynamicDet

Overall architecture
• Two detectors, one router
• Evolved from CBNet*

Approach

* T. Liang et al. CBNet: A composite backbone network architecture for object detection. IEEE TIP, 2022.
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DynamicDet

Adaptive router

• Input: multi-scale features 𝐹! = {𝑓!
! , 𝑓!

" , … , 𝑓!
# }

• Output: predicted difficulty score 𝜙 ∈ ℝ!

• Compress 𝐹! to "𝐹!

• $𝐹! = 𝒞 𝒫 𝑓!
! , 𝒫 𝑓!

" , … , 𝒫 𝑓!
# .

• Map "𝐹! to 𝜙

• 𝜙 = 𝜎(𝑊" 𝛿 𝑊! $𝐹! + 𝑏! + 𝑏"). 

Approach
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DynamicDet

Optimization strategy
• Step 1, jointly train the cascaded detectors

Approach
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DynamicDet

Optimization strategy
• Step 2, train the adaptive router
• Freeze the parameters of two detectors 
• Naive methods

• (1)

• (2) 

Approach
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DynamicDet

Optimization strategy
• Training loss difference between two detectors

Approach
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DynamicDet

Optimization strategy
• Adaptive offset
• To balance the losses of two detectors 
• the median of the loss difference on the training set ∆

Approach

Hyperparameter-free!
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DynamicDet

Variable-speed inference
• One dynamic detector for a wide range of trade-offs

Approach
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DynamicDet

Variable-speed inference
• How to achieve the target latency by one dynamic detector?
• Latency of the first detector 𝑙𝑎𝑡!
• Latency of the cascaded two detectors 𝑙𝑎𝑡"
• Target latency 𝑙𝑎𝑡#
• The difficulty scores of the validation set 𝒮$%& 

Approach

(these two sets are i.i.d.)
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DynamicDet

State-of-the-art trade-offs

Experiments
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DynamicDet

State-of-the-art trade-offs

Experiments

Accelerate 39%
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DynamicDet

Generality for two-stage detectors

Experiments
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DynamicDet

Visualization

Experiments

• Easy: fewer objects, usual camera viewpoint, clean background

• Hard: more small objects, complex scenes, severe occlusion
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DynamicDet

Conclusion

• A unified dynamic architecture for object detection, DynamicDet
• Dynamic architecture to support dynamic inference on detectors

• Adaptive router to predict the difficulty score of each image and determine 
the inference route

• Hyperparameter-free optimization strategy with an adaptive offset to 
training the dynamic detectors

• Variable-speed inference strategy for model deployment

• Achieve a wide range of state-of-the-art accuracy-speed trade-offs with 
only one dynamic detector
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