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• a simple and effective neural network encoding approach to tokenize both operation and topology 
information of a neural network node into a sequence; 

• a multi-stage fusion transformer to learn feature representations;

• an information flow consistency augmentation and an architecture consistency loss  to facilitate 
efficient model training. 
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Overview

Modeling and learning the representation of neural networks can be used to predict their 
attributes of themselves without running the actual estimation procedures, thus improving the 
efficiency of network design and deployment. 

 In this paper,  in oder to learn general and reasonable representation of neural network, we 
propose:



1. Background: what is neural network representation learning and why to do?

2. Motivation

3. Proposed method: NAR-Former

4. Experiments: accuracy prediction, latency prediction, ablation study

5. Conclusion
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2. Why learn the representation of neurak networks
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Motivation
Neural network forms that may need to be encoded in reality:

Architecure in NAS-Bench-101 cell architecture

entire deep neural network

Need a unified effective scheme 
that can encode inputs of 

various structures and scales 
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Motivation
The existing mothod that also try to introduce the transformer to neural network representation learning:

[1]  Shun Lu, Jixiang Li, Jianchao Tan, Sen Yang, and Ji Liu. Tnasp: A transformer-based nas predictor with a selfevolution framework.

Not a pure sequenceNeed to be paded

Thanks to the powerful capabilities of the transformer, this method achieves promising performance. 
But, ...

The transformer's ability to 
handling sequence inputs is not 

fully utillzed.



NAR-Former: Neural Architecture Representation Learning towards  Holistic Attributes Prediction CVPR 2023 7/16

Motivation
Others...

The amount of training architecture-attribute data pairs has a significant impact on the effectiveness of the model.
However, attributes of architectures are usually expensive to acquire.

Existing methods generate final representations by directly summing or averaging the features of all nodes, which are  
very concise and popular approaches.
However, these approaches may lose information during the rapid compression process.

Is there a more gradual and 
reasonable method ?

How to make better use of the 
data at hand ?
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Proposed Method: NAR-Former
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Proposed Method: NAR-Former

Architecture Encoding Scheme
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Proposed Method: NAR-Former
Multi-Stage Fusion Transformer
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Proposed Method: NAR-Former

Information Flow Consistency Augmentation Loss Function

Architecture Consistency Loss

Sequence Ranking Loss
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Experiments

↑4.7%(avg) ↑16.7%(avg)
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Experiments

↑0.36%
↑0.9%

Mobile
setting
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Experiments
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Conclusion

We propose an effective neural architecture representation learning framework that are consisted of 
linearly scaling network encoders, a transformers based representation learning model, and an 
effective model training method with data augmentations and assisted loss functions. 

Experiments show that our framework are capable of improving the accuracy of downstream 
prediction tasks while overcoming scale limitations on input architectures.

 Although not the scope of this work, we believe this framework can also be extended for other down 
stream tasks, such as predicting the quantization loss or searching for the best mixed precision model 
inference strategies.
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Codes link: https://github.com/yuny220/NAR-Former

IIP Lab: https://iip-xdu.github.io

Intellifusion: https://www.intellif.com/


