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O V E R V I E W

Ø We propose a Selective S4 (S5) model that leverages the global 
sequence-context information from S4 features to adaptively choose 
informative tokens in a task- specific way.

Ø We introduce a novel long-short masked contrastive learning 
approach (LSMCL) that enables our model to be tolerant to the mis-
predicted tokens and exploit longer duration spatiotemporal context by 
using shorter duration input videos, leading to improved robustness in 
the S5 model.

Ø We demonstrate that two proposed novel techniques (S5 model and 
LSMCL) are seamlessly suitable and effective for long-form video 
understanding, achieving the state-of- the-art performance on three 
challenging benchmarks. 

Ø Compared to vanilla video transformer, our work offers 10% memory 
and 2.6x throughput improvements when dealing with the same input.

Reference:
1. ViS4mer, LST: Long movie clip classification with state-space video models. ECCV 2022
2. Orthoformer: Long movie clip classification with state-space video models. NIPS 2021
3. Performer: Rethinking attention with performers. ICLR 2021
4. TSN: Comprehensive in structional video analysis: The coin dataset and performance evaluation. PAMI 2020
5. Distant Supervision: Learning to recognize procedural activities with distant supervision. CVPR 2022



B A C K G R O U N D

These two videos heavily overlap in terms of objects (e.g., eggs, saucepan and 
stove), and actions (e.g., picking, whisking and pouring). 

1. Effectiveness: Modeling long-term spatiotemporal dependencies for richer representations in various tasks.
2. Efficiency: To achieve the high effectiveness, the memory and computational burden become more severe due to the large volume of input.

A snapshot of GRINGO from Amazon Studios, showing the complex content of long-form videos.



B A C K G R O U N D

Structured State-Spaces Sequence (S4) Model

Reference:
1. Long Movie Clip Classification with State-Space Video Models, ECCV 2022
2. Efficiently Modeling Long Sequences with Structured State Spaces, ICLR 2022
3. Hippo: Recurrent memory with optimal polynomial projections , NIPS 2020
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Long Movie Clip Classification with State-Space Video Models, ECCV 2022

Sequence length (L), batch size (B), and hidden dimension 
(H). Tildes denote log factors.



M O T I V A T I O N

Performance gain/loss of ViS4mer on LVU dataset with different settings of input frames and random 
masking ratio, where we conclude: (a). The performance is not substantially improved with increasing 
number of input frames. (b) Random masking strategy cannot effectively reduce redundant tokens.



M E T H O D
Selective Structured State-Spaces Sequence (S5)  Model
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We apply Gumbel SoftMax with Straight-Through tricks in the Mask 
Generator, and the gradient for each selected token can be written as: 
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M E T H O D
Long-Short Masked Contrastive Learning

Long and short clips can alternatively become queries and keys
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𝐺𝑖𝑣𝑒𝑛: 𝑞 = 𝑓8 ℛ<=># 𝑥*, 𝜂 , 𝑘 = 𝑓#(ℛ<=>#(𝑥9, 𝜂))

𝑠ℎ𝑜𝑟𝑡 𝑐𝑙𝑖𝑝𝑠: 𝑋* = 𝑥*(, 𝑥*6, ⋯ 𝑥*?

𝑙𝑜𝑛𝑔 𝑐𝑙𝑖𝑝𝑠: 𝑋9 = 𝑥9(, 𝑥96, ⋯ 𝑥9?

𝐼𝑛 𝐵𝑎𝑡𝑐ℎ 𝐵:

𝑓8: 𝑞𝑢𝑒𝑟𝑦 𝑒𝑛𝑐𝑜𝑑𝑒𝑟 𝑓#: 𝑘𝑒𝑦 𝑒𝑛𝑐𝑜𝑑𝑒𝑟
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