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Core of CIS: De-camouflage
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General instance 

segmentation methods 

work poorly on this task.

Recent CIS approaches 

are generally based on 

traditional instance 

segmentation models.

Because the previous 

methods are easily 

disturbed by similar 

background.

The core of CIS is de-

camouflaging, i.e., eliminating 

camouflage characteristics of 

the target object.

Intuitively, humans first repeatedly discriminate 

the real target characteristics from the 

camouflage characteristics at the pixel level, and 

then aggregate the pixel information to discern the 

whole target instance from the background.

Explore decamouflaging strategy 

from the pixel level to the instance 

level in a progressive manner.



Pixel-level De-camouflage
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➢ The Fourier spectrum amplitude contains low-

level statistics (e.g., color and texture of the 

environment) that accords with the camouflage 

characteristics. 

➢ Although phase images contain semantic 

information, they also have abundant pixel-level 

noise (in the background area), which is not 

conducive to de-camouflaging.



Instance-level De-camouflage
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We introduce a set of instance prototypes to capture each camouflaged instance through long-range context-

aware interactions  to achieve final  instance segmentation.

➢ We select de-camouflaged pixels with high 

contribution to prototypes as reference points. Highly 

similar pixels and prototypes must have consistent 

similarity distributions on the reference points. 

➢ Prototypes will frequently absorb deceptive 

background information that has high similarity 

with the objects during the interaction, thus 

failing to discover desired targets accurately. 



Overall Framework
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De-camouflage Network (DCNet)



Pixel-level Camouflage Decoupling Moudule (PCD)
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Instance-level Camouflage Suppression Moudule (ICS)
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Experimental Results
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➢ Performance comparison on the COD10K and NC4K dataset ➢ Comparison of different components in PCD

➢ Comparison of different attention mechanisms in ICS



Qualitative Results
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➢ Code will be released at: https://github.com/USTCL/DCNet

https://github.com/USTCL/DCNet
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