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 The Topic of this paper is Active Source Free Domain adaptation, which aims to produce 

remarkable performance gains when a small set of informative target samples labeled by experts.

 In this paper, we find the best informative samples are Minimum Happy Points that satisfy the 

neighbor-chaotic, individual-difference and source-dissimilar.

 We propose a novel MHPL framework to explore and 

exploit the MH points with the neighbor environment 

uncertainty, neighbor diversity relaxation, one-shot 

querying, and neighbor focal loss.

 Extensive experiments verify that MHPL significantly 

surpasses state-of-the-art active learning strategies 

and existing ASFFA methods.
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 Source Free Domain Adaptation
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Motivation of ASFDA

The SFDA setting faces a performance bottleneck with limited performance improvements due 

to the absence of source data and target supervised information. Active source free domain 

adaptation (ASFDA) can produce remarkable performance gains and breakthrough performance 

bottlenecks when a small set of informative target samples labeled by experts. 



2023/5/17 4

Introduction

4

 Active Source Free Domain Adaptation (ASFDA)

Two factors must be considered to achieve significant performance gains in ASFDA:

 Exploring samples that, once labeled, will improve accuracy significantly;

 Exploiting limited active labeled target data well in adaptation.

However, these two factors cannot be achieved by existing method, ELPT[1]:

• Xinyao Li, et al, Source-Free Active Domain Adaptation via Energy-Based Locality Preserving Transfer, ACM Multimedia 2022: 5802-5810

The prediction uncertainty (entropy) is 

error-prone due to the miscalibrated

source model.

The pseudo-label noise of unlabeled 

samples easily influence the effect of 

standard cross-entropy loss on active 

samples.
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In this paper, we find the best samples for ASFDA are Minimum Happy (MH) points that 

satisfy the following three characteristics:

 Neighbor-chaotic samples refer to uncertain ones with label-chaotic neighbors. 

Annotating these samples can guide the learning of their confusing neighbors, bringing 

significant performance gains.

 Individual-different samples refer to diverse ones dissimilar to each other in selected 

uncertain samples. 

 Source-dissimilar samples refer to those that are biased toward the target distribution. 
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The Framework of our method MHPL is composed of two components: Minimum Happy Points Exploration 

and Minimum Happy Points Exploitation. 
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 Minimum Happy Points Exploration.

• The neighbor environment uncertainty (NEU) is designed to explore neighbor-chaotic 

samples, which combines the NP (describes the chaotic degree of neighbor labels 

around a sample) and NA (describes how close a sample is to its neighbors) 

where

• The neighbor diversity relaxation (NDR) guarantees individual differences in neighbor-

chaotic samples locally, thus redundant samples with similar features would have few 

chances to be chosen.

• The one-shot querying (OSQ) guarantees source-dissimilar samples, 

selecting samples at once according to the raw source model.
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 Minimum Happy Points Exploitation.

• Neighbor Focal (NF) Loss is designed to make the model focus more on informative MH points to 

ensure the generalization of the target domain. In particular, NF loss assigns the neighbor purity and 

a larger weight 𝛼 to the MH points:

Meanwhile, the NF loss assigns a smaller weight 𝛽 to the rest target samples with pseudo-labels:

In summary, NF loss is defined as the combination of the above two parts: 

• Entropy loss and KL divergence are introduced to guarantee the unambiguous and balanced classes, 

which has been widely used in clustering and several DA works:

Final optimization goal:
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 Datasets

• Office-31

• Office-Home

Amazon Dslr Webcam

Art Clipart Product RealWorld

• VisDA-2017

Synthetic Source

Real target
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 Main Results
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 Ablation  analysis
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 Ablation  analysis
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 Ablation  analysis
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