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Task definition
What is the cross-modal retrieval?

“Boys wearing helmets carry a bicycle 
up a ramp at a skate park.”

“Small children stand near
bicycles at a skate park.”

“A group of young children
riding bikes and skateboards.”

Image-to-text retrieval

Text-to-image retrieval

• Cross-modal retrieval: The task of searching for data relevant to a query from a 
database when the query and database have different modalities (image and text).



Ambiguity problem

“Small children stand near
bicycles at a skate park.”

“Boys wearing helmets carry a bicycle 
up a ramp at a skate park.”

“A group of young children
riding bikes and skateboards.”

• Image-to-text ambiguity: An image often contains various contexts, which described with varying captions. 

• Text-to-image ambiguity: Visual manifestations of a caption vary significantly as captions are highly abstract. 



Our method

“Boys wearing helmets 
carry a bicycle up a 

ramp at a skate park.”

Embedding space

• Embed the data to a set of diverse embedding vectors, where each elements of the set encodes diverse and 
ambiguous semantics of the data.



Our method
Set-prediction module Smooth-Chamfer similarity

[1] Object-centric learning with slot attention, NeurIPS, 2020.



Results



Ambiguity problem

“Small children stand near
bicycles at a skate park.”

“Boys wearing helmets carry a bicycle 
up a ramp at a skate park.”

“A group of young children
riding bikes and skateboards.”

• Image-to-text ambiguity: An image often contains various contexts, which described with varying captions. 

• Text-to-image ambiguity: Visual manifestations of a caption vary significantly as captions are highly abstract. 



Ambiguity problem

“Small children stand near
bicycles at a skate park.”

“Boys wearing helmets carry a bicycle 
up a ramp at a skate park.”

“A group of young children
riding bikes and skateboards.”

• Conventional embedding models do not resolve the ambiguity problem since they represent a sample 
as a single embedding vector. 

?



Previous work on set-based embedding
PVSE[1] & PCME[2]

PVSE
• Represent each sample as a set of embedding vectors

PCME
• Utilize probabilistic embedding where each 

sample is represented as a set of vectors 
sampled from a normal distribution

[1] Polysemous Visual-Semantic Embedding for Cross-Modal Retrieval, CVPR, 2019.
[2] Probabilistic Embeddings for Cross-Modal Retrieval, CVPR, 2021.



Drawbacks of set-based embedding

Set 
collapsing

Sparse 
supervision

• Sparse supervision→ An embedding set most 
of whose elements remain untrained.

• Set collapsing→ An embedding set with a small 
variance which does not encode sufficient ambiguity. 



Drawbacks of set-based embedding

Set 
collapsing

Sparse 
supervision

• Sparse supervision→ An embedding set most 
of whose elements remain untrained.

• Set collapsing→ An embedding set with a small 
variance which does not encode sufficient ambiguity. 

Similarity function used for train & eval
• Similarity functions used for training & eval in previous 

work do not consider the ambiguity of the data. 

Model architecture for embedding set
• Self-attention modules used for set prediction in the previous 

work do not explicitly consider disentanglement between 
set elements.

→ Sparse supervision, Set collapsing

→ Set collapsing



Our method
Set-prediction module Smooth-Chamfer similarity



Overall architecture
2. Set-prediction module

Visual feature extractor

Textual feature extractor

Local feat.

Global feat.

“A toddler hitting 
the ball with a 

baseball bat in his 
backyard.”
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Slot-attn[3] based attention scheme (Ours)

Conventional transformer attention scheme
[3] Object-centric learning with slot attention, NeurIPS, 2020.
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Slot-attn [3] based attention scheme (Ours)

Conventional transformer attention scheme

• This way of normalization lets slots compete with each other.
• Each slot attends to nearly disjoint sets of local features, and 

these sets will correspond to the distinctive semantics. 



Overall architecture
3. Smooth-Chamfer similarity
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• SC similarity associates every possible pair (→dense supervision) 
with different degree of weights (→no set collapsing)



Overall architecture
3. Smooth-Chamfer similarity
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Gradient respect to similarity 
between elements

• Gradients for the elements pair are determined by 
the relative proximity.

• This weighting scheme enables dense supervision 
without collapsing.



Experiments

• Achieves the state-of-the-art on various benchmarks and settings

• Outperforms some of the previous work that requires x80 FLOPs



Experiments
(a) MIL (b) Match Probability (c) Ours

: 1st element : 2nd element : 3rd element : 4th element : Text : Image

(a) MIL (b) Match Probability (c) Ours

: 1st element : 2nd element : 3rd element : 4th element : Text : Image

R1: Picture of an outdoor place that is 
very beautiful.
R1: A festival with people and tents 
outside a clock tower.
R1: A large crowd is attending a 
community fair.
R1: A crowd of people at a festival 
type event in front of a clock tower.

R1: Some animals that are around the 
grass together.
R1: A giraffe and zebras mingle as 
cars drive out of an animal park.
R1: A giraffe and zebras mingle as 
cars drive out of an animal park.

R1: A giraffe and zebras mingle as 
cars drive out of an animal park.
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