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Overview

Go through the door 
and turn left. Recurrent VLN BERT

Action

Previous Work

Ø Utilize RGB images only;
Ø Lack local  spat ia l  context  around 

candidate view.

candidate view

Multiway 
Attention

Ø Compensate RGB images with depth maps and normal maps estimated with 
Omnidata;

Ø Learn geometry-enhanced visual representation with a two-stage slot-based module;
Ø Encourage different phrases of input instruction to focus on the most informative 

visual observation (e.g. texture, depth) with the multiway attention module.

Previous Work

candidate view



VLN Task

Human Agent Environment
ObservationInstruction

Action

Given a natural language instruction, agent makes decision about the next move automatically based on past and current 
visual observations.

Vision-and-Language Navigation 

Room-to-Room Navigation Environment

Viewpoint

Discretized into 36 views

…

…

…



Pipeline

Inputs:
• Language Inputs (a user instruction)
• Visual Inputs (a set of visual observations)

BERT:
Follow BERT encoder[1] to process the language 
input and obtain the state vector.

[1]  Yicong Hong, Qi Wu, Yuankai Qi, Cristian Rodriguez Opazo, and Stephen Gould. Vln bert: A recurrent vision-and-language bert for navigation. In Proceedings of 
the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 1643–1653, 2021.

Two-Stage Visual Representation Learning:
Compensate RGB images with depth maps and 
normal maps estimated with Omnidata;
Learn geometry-enhanced visual representation with 
a two-stage slot-based module.

Decision Making:
Weight matching scores of the three modalities with 
the multiway attention module.



Two-Stage Visual Representation Learning

Visual Features

Local-Aware Slot Attention

Make each candidate views aggregate information from the nearby observation 
views according to the spatial proximity principle.

Geometry-enhanced Visual Representation



Multiway Attention
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Matching Score

Dynamically weight matching scores of the three modalities with the multiway attention module.



Main Results
Success Rate (SR): the ratio of agents eventually stopping within 3 meters of the destination;
Success Weighted by Path Length (SPL): SR weighted by the inverse of TL. A higher SPL score indicates a better balance 
between achieving the goal and taking the shortest path.



Ablation Study



Visualization

Instruction: “Pass the 
p o o l  t h e n  g o  i n t o 
the …”.

Instruction: “Walk up 
stairs …”.

How the local-aware slot attention module aggregates local observations to candidate views.



Visualization
How multiway attention facilitates decision-making.

Instruction: “Follow the red carpet through the double doors. Continue straight through the room and wait in the doorway with the double doors at the 
end.”
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