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Micro Expression

Facial muscle movements under mental stress micro-responses.
Traits:     

• Subtle and short-lasting for only 1/25th to 1/5th of a second.  
• Unconscious reactions that reveal real emotions.

Images from TV series "lie to me".
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Application

business negotiation1 criminal investigation2

overbid underbid

1Images from https://www.youtube.com/watch?v=c4Oed7K7M9s.    2Images from TV series "lie to me".

• Intrinsically low intensity and short duration.     
• Heavy labor and time cost for labeling datasets.

• Be aware of  the situation, avoiding danger or deception.    
• Understand or induce the thoughts of others.  

Challenge:   

General:  
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Dynamic Feature

Dynamic Image2Optical Flow1

•   Not integrated with subsequent neural networks.
• Non-adaptive to a specific task.
•   Learning-based approaches are under-explored in ME recognition.

Limitations: 

1videos from https://www.youtube.com/watch?v=5VyLAH8BhF8.      2M. Verma et, al,  IEEE MultiMedia, 2020. 
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FRL-DGT Framework
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Datasets
SMIC SAMM CASMEⅡ

• Negative:  Disgust, Contempt, Anger, Repression, Fear, Sadness
• Positive:   Happiness
• Surprise:  Surprise
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Table 1. Performance comparison of the SOTA methods and our proposed FRL-DGT.

best results second best results * use different datasets higher scores

Experimental Results
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Table 2. Ablation study of our proposed network.

→ X:  replace the corresponding component with X
OF+NORM:  normalized OpticalFlow
Fu-B-Attn:  linear fusion before attention
Fu-A-Attn:  linear fusion after attention

Experimental Results
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Visualization of feature distributions.

Visualization
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     onset                   apex         dynamic image     optical flow     displacement

Visualization of dynamic features.

Visualization
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Conclusion  &  Future Work

Future Work
• Add an apex detection module to extend our method to ME segments with 

unknown apex index.
• Explore more efficient fusion mechanisms.

Conclusion
• Propose a novel end-to-end FRL-DGT for ME recognition from onset-apex 

pairs.
• Design a convolutional DGM with self-supervised learning for targeted 

dynamic feature extraction, making full use of the subsequent classification 
supervision information.

• Design a multi-level Transformer Fusion module with linear fusion before 
attention mechanism for effective learning and integration.
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Thank you!

Paper QR Code:
https://www.chengjianglong.com/publications/FRLDGT_CVPR.pdf


