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Introduction
A man that is standing in the dirt with a bat.

A baseball player is in the middle of his swing as 
the catcher is ready to catch the ball.

A batter at a baseball game swinging his bat.

Goal of cross-modal retrieval:

Learning embedding functions from image / text to a shared embedding space,
where matching image-caption pairs are closer than non matching pairs in that space.



Existing Challenges

“One-to-many mapping” challenges in cross-modal retrieval tasks:

● An image can potentially be matched with a number of different captions.

t1: A man that is standing in the dirt with a bat.
t2: A batter at a baseball game swinging his bat.
t3: A baseball player is in the middle of his swing as the catcher is ready to catch the ball.

Deterministic
Point Mapping

Image to 
Text

Results:

Query image：



Existing Challenges

“One-to-many mapping” challenges in cross-modal retrieval tasks:

● A caption also semantically match more than one picture.

A batter at a 
baseball game 
swinging his bat.

DeterministicPoint Mapping

Text to ImageQuery text：

Results:



Probabilistic embedding

● Each embedding is a Gaussian distribution, instead of a point vector.

● Can handle “ambiguous” inputs.

ICLR 19, Modeling Uncertainty with Hedged Instance Embedding



Motivation

● A hyperedge can connect more than three nodes
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Our Method
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Evaluation Metrics:
Plausible Match R-Precision (PMRP[2]):

Query image “Plausible” image

A group of planes sitting on a runway, in the day.

An outside view of airplanes and buildings at 
an airport.

The various airplanes are waiting for repairs 
at the terminals.

The view of runway from behind the windows of airport.

“Plausible” captions

CVPR 21, Probabilistic Embeddings for Cross-Modal Retrieval



Experimental results
COCO Caption results

● Our methods shows the best PMRP scores among recent state-of-the-art COCO 
retrieval methods

● Although recent methods achieved impressive R@1 scores, their PMRP scores are 
much lower than us.



Retrieval Examples with our method and 
PCME 



Contribution

● We introduce an interpretable method named Multilateral Semantic Relations 
Modeling to better resolve the one-to-many correspondence for image-text retrieval. 

● We propose the Semantic Distribution Learning module to extract the true semantics 
of a query based on Mahalanobis distance, which can infer more accurate multiple 
matches.

● We leverage the hyperedge convolution to model the high-order correlations between 
a Gaussian query and candidates for further improving the accuracy. 
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