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Background

Real-world Applications of Calibration

Uncertainty Calibration is important for Safety-aware Scenarios

Autonomous driving Smart healthcare
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Evaluation Metric:
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Background

Temperature Scaling

Find the best T in validation set

Temperature Scaling (TS) achieves surprising performance

Model trained on training set
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[1] On Mixup Training: Improved Calibration and Predictive Uncertainty for Deep Neural 
Networks, NeurIPS 2020

[2] When and How Mixup Improves Calibration, ICML 2022

[3] Combining Ensembles and Data Augmentation Can Harm Your Calibration, ICLR 2021

They empirically find that DNNs trained with mixup are significantly better calibrated.

They theoretically prove that Mixup improves calibration in high-dimensional settings.

Mixup may hurt calibration in some cases!
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Networks, NeurIPS 2020

[2] When and How Mixup Improves Calibration, ICML 2022

[3] Combining Ensembles and Data Augmentation Can Harm Your Calibration, ICLR 2021

They empirically find that DNNs trained with mixup are significantly better calibrated.

They theoretically prove that Mixup improves calibration in high-dimensional settings.
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[4] Pitfalls of in-domain uncertainty estimation and ensembling in deep learning, ICLR 2019

Comparison without post-hoc calibration might be not fair.

Does mixup really improve Calibration?
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Thanks!
See details in our paper~ ☺

Deng-Bao Wang
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