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Introduction

Gu et al. presented the first backdoor attack (BadNets) against DNN models. 
They adopted pixel patches as the trigger to activate the backdoor in the 
model, where the malicious samples look suspicious, and can be easily 
recognized by humans.

Image from “Invisible Backdoor Attack with Sample-Specific Triggers” (ICCV 2021)



Introduction

After that, many backdoor attacks are proposed to improve the 
stealthiness

Visual examples of different types of triggered images. (a) Original images, 
(b) BadNet, (c) Blend, (d) Input-aware, (e) WaNet, (f) Refool, (g) L0-norm, 
(h) L2-norm, (i) color backdoor



Introduction

However, they focus on stealthiness while ignoring the backdoor robustness 
requirement. They become less effective under pre-processing methods 

The first row: the triggered images without pre-processing; 
The second row: the triggered images after image compression; 
The third row: the triggered images after DeepSweep; 
The fourth row: the triggered images after ShrinkPad



Methodology

Color backdoor: employs a uniform color space shift for 
all pixels as the backdoor trigger.



Methodology

Finding an appropriate trigger for color backdoor is non-trivial: a 
large shift makes the triggered samples less realistic, while a small 
shift makes it difficult for the model to learn this feature, resulting 
in low effectiveness and robustness.

Solution: We employ the gradient-free PSO algorithm to find the
optimal trigger t (i.e., color space shift) for color backdoor



Methodology

1.Estimating the effectiveness of the trigger through the backdoor 
loss of a surrogate model

A smaller backdoor training loss indicates the trigger is easier to be 
learned by the surrogate model, and the attack is more effective.

2. Enforcing the naturalness of the trigger through the penalty 
functions 

After that, we add the total penalty term to the objective function 
of the PSO:



Methodology

3. Searching for the optimal trigger through PSO



EXPERIMENTS

Evaluations on PSO: 

PSO is superior over other methods



EXPERIMENTS

Naturalness Evaluation: 

Different columns represent different 
invisible backdoor methods: (a) Refool, (b) 
WaNet, (c) Blend, (d) Filter backdoor, (e) 
L2-norm, (f) Color backdoor.

The difference between the original images and our triggered image is a 
global shift in color space, which is imperceptible to the defender who 
has no knowledge of the original image.



EXPERIMENTS

Preprocessing-based Defenses: 

Color backdoor is more robust agaisnt preprocessing-based defenses 
（Other datasets give the same conclusions）



EXPERIMENTS

Other Mainstream Backdoor Defenses 



CONCLUSION

1. We propose a robust backdoor, which employs a uniform color space 
shift for all pixels as the trigger. The triggered images maintain natural-
looking and can bypass the inspection of the defender. 

2. The Particle Swarm Optimization algorithm is employed to optimize the 
trigger to achieve a robust and stealthy backdoor attack. 

3. Extensive experiments demonstrate the superiority of PSO and the 
robustness of our color backdoor attack against preprocessing-based 
defenses as well as other mainstream backdoor defenses.




