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Challenge: Cellular contour deforms 
with expansion and contraction

Live Cell Video Segmentation

1-minute preview



Challenge: Local shapes and textures 
on the contour are not evident

1-minute preview

Live Cell Video Zoomed-in Video 



Contour Tracking to 
Quantify Morphodynamics
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Motivation for Contour Tracking

[1] Wang, C. et al. Deconvolution of subcellular protrusion heterogeneity and the underlying actin regulator dynamics from live cell imaging. Nat Commun 9, 1688, doi:10.1038/s41467-018-04030-0 (2018).

o Cellular morphodynamics play vital roles in
• Angiogenesis
• Cancer invasiveness 
• Immune response
• Tissue regeneration

Introduction

o Characterize the drug-Sensitive morphodynamic phenotypes [1]



[1] Rico Jonschkowski, Austin Stone, Jonathan T Barron, Ariel Gordon, Kurt Konolige, and Anelia Angelova. What matters in unsupervised optical flow. In European Conference on Computer Vision, pages 557–572. Springer, 2020.
[2] Gunhee Nam, Miran Heo, Seoung Wug Oh, Joon-Young Lee, and Seon Joo Kim. Polygonal point set tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 5569–5578, 2021.
[3] Matthias Machacek and Gaudenz Danuser. Morphodynamic profiling of protrusion phenotypes. Biophysical journal, 90(4):1439–1452, 2006.

First deep learning-based model trained by 
unsupervised learning to densely track contour

Introduction



UFlow [1] densely estimates offset for every 
pixel without structural information of contour

[1] Rico Jonschkowski, Austin Stone, Jonathan T Barron, Ariel Gordon, Kurt Konolige, and Anelia Angelova. What matters in unsupervised optical flow. In European Conference on Computer Vision, pages 557–572. Springer, 2020.
[2] Gunhee Nam, Miran Heo, Seoung Wug Oh, Joon-Young Lee, and Seon Joo Kim. Polygonal point set tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 5569–5578, 2021.
[3] Matthias Machacek and Gaudenz Danuser. Morphodynamic profiling of protrusion phenotypes. Biophysical journal, 90(4):1439–1452, 2006.
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PoST [2] relies on the supervised learning 
of a fixed number of tracking points

[1] Rico Jonschkowski, Austin Stone, Jonathan T Barron, Ariel Gordon, Kurt Konolige, and Anelia Angelova. What matters in unsupervised optical flow. In European Conference on Computer Vision, pages 557–572. Springer, 2020.
[2] Gunhee Nam, Miran Heo, Seoung Wug Oh, Joon-Young Lee, and Seon Joo Kim. Polygonal point set tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 5569–5578, 2021.
[3] Matthias Machacek and Gaudenz Danuser. Morphodynamic profiling of protrusion phenotypes. Biophysical journal, 90(4):1439–1452, 2006.
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Mechanical model [3] only uses the segmentation 
mask, not the visual features in the raw image

[1] Rico Jonschkowski, Austin Stone, Jonathan T Barron, Ariel Gordon, Kurt Konolige, and Anelia Angelova. What matters in unsupervised optical flow. In European Conference on Computer Vision, pages 557–572. Springer, 2020.
[2] Gunhee Nam, Miran Heo, Seoung Wug Oh, Joon-Young Lee, and Seon Joo Kim. Polygonal point set tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 5569–5578, 2021.
[3] Matthias Machacek and Gaudenz Danuser. Morphodynamic profiling of protrusion phenotypes. Biophysical journal, 90(4):1439–1452, 2006.
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Deep Learning Architecture for Contour Tracking
o Extract feature map from VGG16 ImageNet pre-trained encoder

o Feature sampling along the contour

o Fuse the features from the previous and current frame by Cross Attention

o Predict the offset vector for each contour point by MLP

Method



Unsupervised Learning
o Cycle consistency loss to utilize visual features

o Mechanical Normal loss to utilize morphological features

Method



Labeling Live Cell Tracking Points

o Developed a GUI to facilitate annotation 
of tracking points

o Labeled a few contour points in every 
fifth frame

o Use high-temporal information from 
consecutive frames

Method



Finding Optimal Loss and Architecture
Results



Accurate Contour Tracking 
on Two Live Cell Datasets

Phase Contrast Dataset [1] Confocal Fluorescence Dataset [2]

[1] Junbong Jang, Chuangqi Wang, Xitong Zhang, Hee June Choi, Xiang Pan, Bolun Lin, Yudong Yu, Carly Whittle, Madison Ryan, Yenyu Chen, and Kwonmoo Lee. A deep learning-based segmentation pipeline for 
profiling cellular morphodynamics using multiple types of live cell microscopy. Cell Reports Methods, Oct 2021.
[2] Chuangqi Wang, Hee June Choi, Sung-Jin Kim, Aesha Desai, Namgyu Lee, Dohoon Kim, Yongho Bae, and Kwonmoo Lee. Deconvolution of subcellular protrusion heterogeneity and the underlying actin regulator 
dynamics from live cell imaging. Nature Communications, 9(1):1688, Apr 2018.
[3] Rico Jonschkowski, Austin Stone, Jonathan T Barron, Ariel Gordon, Kurt Konolige, and Anelia Angelova. What matters in unsupervised optical flow. In European Conference on Computer Vision, pages 557–572. 
Springer, 2020.
[4] Gunhee Nam, Miran Heo, Seoung Wug Oh, Joon-Young Lee, and Seon Joo Kim. Polygonal point set tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 
5569–5578, 2021.
[5] Matthias Machacek and Gaudenz Danuser. Morphodynamic profiling of protrusion phenotypes. Biophysical journal, 90(4):1439–1452, 2006.

Results



Contour Tracking against Labeled 
Tracking Points
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Contour Tracking of Phase Contrast Live 
Cell with Dense Correspondences

Results






Contour Tracking of Confocal Fluorescence 
Live Cell with Dense Correspondences

Results






Contour Tracking of Jellyfish
with Dense Correspondences

Results






Project Website & Code
https://junbongjang.github.io/projects/contour-tracking/

https://junbongjang.github.io/projects/contour-tracking/
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