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Typical pipeline for learning optical flow

• Pretrain on large-scale synthetic datasets

• Issue: exist a domain gap between the synthetic and target data
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Sun et al. AutoFlow: Learning a Better Training Set for Optical Flow. CVPR 2021

AutoFlow: learning a training set for optical flow

• Learn a training set to optimize performance on a target dataset



Issues: rely on ground truth from target domain

(Supervised) AutoFlow



Can we remove the reliance on ground truth? 

Self-supervised AutoFlow

Self-supervised learning + learning to render



Self-supervised learning for optical flow



Are self-supervised losses related to ground truth errors?

A set of hyperparameters 

of AutoFlow
Train a model

Compute self-supervised loss 

and AEPE on target dataset



Are self-supervised losses related to ground truth errors?

• Strong correlation: self-supervised losses can be search metric for AutoFlow



AutoFlow

● Search for an optimal set of hyperparameters λ so that the optical flow 

network ϕθ(λ) trained on the dataset rendered with λ minimize a search metric 

Ω on the target dataset



(Supervised) AutoFlow

● Learn a training dataset to optimize the performance in the target domain with 

labels by minimizing the ground truth error



Self-supervised AutoFlow

● Learn a training dataset to approximately optimize the performance in the 

unlabeled target domain by minimizing the self-supervision metric



Self-supervised AutoFlow

• Combination of three self-supervised signals acts as effective search metric

• Mixing data generated by top-3 hyperparameter sets increases robustness 



Comparison of (self-)supervised pre-training approaches



Results on Davis data w/o ground truth



Pre-training on Self-Autoflow

Self-supervised fine-tuning

Multiframe fine-tuning

Combining S-AF with Self-supervised Optical Flow

Stone et al. SMURF: Self-Teaching Multi-Frame Unsupervised RAFT with Full-Image Warping. CVPR 2021



Comparison of self-supervised learning approaches



Visual results



Visual results



Supervised fine-tuning on public benchmarks

Sun et al. Disentangling Architecture and Training for Optical Flow. ECCV 2022



Self-supervised AutoFlow

Self-supervised AutoFlow

Self-supervised learning + learning to render
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