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Feature Distillation
- Convey knowledge in both feature and logit level
Logit Distillation
- Convey knowledge in merely logit level
- Intermediate layers in the teacher model is invisible

Our Motivation

Multi-level Logit Distillation
- Multi-level Alignment: instance, class, batch level
- Merely on logit outputs
- Prediction Augmentation: further enhance diversity

Method Framework
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Efficacy and Results:

Our Method
- Surpass previous logit
distillation methods

- Comparable with feature
distillation methods



Knowledge Distillation

Knowledge Distillation
• Convey knowledge from a big teacher model to a

lightweight student model

Feature Distillation
• Convey knowledge in both feature and logit level

Logit Distillation
• Convey knowledge in merely logit level
• Intermediate layers in the teacher model are

invisible

We focus on Logit Distillation
• Performance is always inferior to feature distillation
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Multi-level Logit Distillation: Preliminaries

Logit output

Knowledge distillation loss
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Multi-level Alignment
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Multi-level Logit Distillation
• Multi-level Alignment: instance, class, and batch level alignment
• Merely on logit outputs
• Prediction Augmentation: further enhance diversity
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Prediction augmentation
• Gain richer knowledge from predictions
• Temperature scaling

Instance-level alignment
• Inherit the original mechanism in KD
• Minimize the KL divergence between augmented predictions



Multi-level Logit Distillation

Batch-level alignment
• Conduct batch-level alignment by input correlation , the relation between 

two inputs
• Modeled via features in previous works
• We take logit predictions to quantify it by Gram Matrix
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Class-level alignment
• Model predictions can depict the relationship between categories 
• Enforce the student model to absorb this part of knowledge 

Multi-level alignment
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Thank you


