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Previous work

• "Observer" methods 
❖model the prediction uncertainty of a pre-trained network, without modifying 

its architecture or parameters

❖Hendrycks and Gimpel,2016; Liang et al., 2017; Lee et al., 2018

⚫ Baseline for OOD : maximum softmax score (MSP) 

⚫ ODIN 

⚫ Mahalanobis distance based OOD

• "Mutators" methods
❖ modify the network structure or loss, and depend on training its parameters 

to provide a confidence measure 

❖Hendrycks et al., 2018; Hsu et al., 2020

⚫ Deep anomaly detection with outlier exposure

⚫ Generalized odin: Detecting out-of distribution image without learning from out-of-
distribution data
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Previous works

• Using additional data (auxiliary dataset)

❖Use auxiliary data as outlier data has shown promising performance

❖Do not overlap with classes of OOD test data, in-distribution data 

❖ Image classification task

⚫ Deep anomaly detection with outlier exposure (OE) (ICLR 2018)

⚫ Energy-based OOD detection (EnergyOE) (Neurips 2020)

❖Semantic segmentation task

⚫ Entropy Maximization and Meta Classification for Out-of-Distribution Detection in 
Semantic Segmentation (Meta OOD) (ICCV 2021)

⚫ Pixel-wise Energy-biased Abstention Learning for Anomaly Segmentation on 
Complex Urban Driving Scenes (PEBAL) (ECCV 2022)
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Previous works

• Deep anomaly detection with outlier exposure (OE) (ICLR 2018)

❖Using auxiliary data as outlier data in training for the first time 

❖Superior performance compared to baseline (MSP)

❖Leverage the regularization loss for outlier data

-Fine-tuning (main theme) 

❖Proposed loss : Outlier exposure loss (OE loss)

❖Meta OOD (ICCV 2021) : Using OE loss in semantic segmentation OOD task

H: cross entropy loss 
u: uniform distribution
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Previous works

• Energy-based OOD detection (EnergyOE) (Neurips 2020)

❖ Instead of MSP, Energy score is proposed

❖Leverage the energy regularization loss in fine-tuning

❖Proposed loss : Energy regularization loss 

❖PEBAL (ECCV 2022): Using energy regularization loss 

in semantic segmentation OOD task

T=1 fixed,
double hinge loss for energy 
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Motivation

Previous approach
: Equal regularization loss for all 𝑥𝑜𝑢𝑡 data

Deep anomaly detection with outlier 
exposure (OE) (ICLR 2018)

Energy-based OOD detection 
(EnergyOE) (Neurips 2020)

Previous auxiliary data based fine-tuning methods
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Motivation

OOD Inference result on pretrained network

: 𝑥𝑜𝑢𝑡 data tends to have an imbalance in the distribution of the 
auxiliary OOD data across classes    
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why 𝑥𝑜𝑢𝑡 data should have different regularization loss?
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Key method 

Different regularization loss for 𝑥𝑜𝑢𝑡 data
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Key method 

Posterior probability 
(softmax output of network)

Prior probability 
(OOD inference result on pretrained network)

Z term:  measure whether a sample is 
of the majority or minority class. 

Extended version of Z:
By power (gamma) on prior probability   
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Training procedure

Step1:
Prior probability calculation
(OOD inference result on pretrained network)

Step2:
Finetuning the pretrained model based on the 
balanced energy regularization loss
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Experimental result

• OOD detection in semantic segmentation

• OOD detection in Long-tailed Image Classification

• OOD detection in Image Classification
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Qualitative result

• OOD in semantic segmentation

Input Image OOD Detection (PEBAL) OOD Detection (Ours) Final Prediction (Ours)
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Quantitative result

• OOD in semantic segmentation 
➢ Fishyscapes test sets 
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Quantitative result

• OOD in semantic segmentation 
➢ Fishyscapes validation sets 
➢ Road Anomaly test set
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Quantitative result

• OOD in Long-tailed Image Classification
➢ CIFAR10
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Quantitative result

• OOD in Long-tailed Image Classification
➢ CIFAR100
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Quantitative result

• OOD in Image Classification
➢ CIFAR10, CIFAR100
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Summary

Thank you!

• For OOD detection, we focus on the fine-tuning methodology using auxiliary data

• we propose a new balanced energy regularization loss

• The main idea of our loss is to apply large regularization to auxiliary samples of
majority classes, compared to those of minority

• We show the effectiveness of our novel loss through extensive experiments on
semantic segmentation, long-tailed image classification, and image classification
datasets


