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Background: calibration

● Calibration should be considered beyond accuracy

Prediction : dog

Confidence : 0.99 

Measures

Accuracy

Calibration

Perfectly calibrated :  Confidence = Accuracy

Miscalibrated:
● Over-confident :  Confidence > Accuracy 
● Under-confident :  Confidence < Accuracy 



Background: calibration

● Previous methods: Focus on enhancing learning objectives or employing 
post-processing technique

● Our message: we established that a better designed optimizer notably 
impacts the outcomes.



Contributions

● CALS: Propose Class Adaptive Label Smoothing, where adaptive class-wise 
multipliers are introduced.

● ALM:  Implement a modified Augmented Lagrangian Multiplier algorithm to 
solve the constrained optimization problem of calibration.

● SOTA: Superior calibration performances over a variety of benchmarks.



Introduction - calibration matters
● Deep learning models as a service 

○ providing reliable prediction confidence for customers or downstream modules 

● Safety-sensitive applications : 

Autonomous driving Medical diagnosis



DNNs are poorly calibrated ! 

Causes of Miscalibration : 
● Cross-entropy objective : push the predictions to match the binary ground-truth
● Over-fitting of high-capacity DNNs in probabilistic error rather than classification error

[Guo et al., ICML 2017] [Mukhoti et al., NeurIPS 2020]



Previous solutions

● Post-processing method : 
○ Temperature scaling [Guo et al., ICML 2017]
○ Post-hoc uncertainty calibration for domain drift scenarios [Tomani et al., CVPR 2021]
○ Local temperature scaling [Ding et al., ICCV 2021]

● Training methods:
○ Explicitly penalizes the prediction by maximizing its entropy (ECP) [Pereyra et al., ICLR 2017] 
○ Label smoothing (LS) [Muller et al., NeurIPS 2019] 
○ Focal loss (FL) [Mukhoti et al., NeurIPS 2020]
○ CPC [Cheng et al., CVPR 2022] 
○ MbLS [Liu et al., CVPR 2022]



Our motivation

● Instead of exploring a better learning objective, we establish that the optimizer 
matters significantly

● The scalar balancing weight used for controlling relative contribution of 
calibration penalty is not ideal:

○ The weight is the same for all classes
○ The weight is usually fixed without an adaptive strategy



Contributions

● CALS: Propose Class Adaptive Label Smoothing, where adaptive class-wise 
multipliers are introduced.

● ALM:  Implement a modified Augmented Lagrangian Multiplier algorithm to 
solve the constrained optimization problem of calibration.

● SOTA: Superior calibration performances over a variety of benchmarks.



Notations

logit :

Softmax

prediction :

logit distances

Cross Entropy

DNN



Formulation

The constrained optimization for training calibrated network:

Previous metod (MbLS [Liu et al. CVPR 2022]) approximately solves it by a penalty method.

We propose to address it by Augmented Lagrangian Multiplier (ALM).



Formulation

General constrained optimization:

General ALM: 



Formulation

The critical designs to make ALM applicable for training DNNs:

● Apply class-wise multipliers instead of sample-wise multipliers.

● Consider that a training epoch corresponds to the approximate minimization of the loss function.

● Use the validation set to obtain a reliable estimate of the penalty multipliers at each epoch.

● Utilize the PHR function as the penalty function.



Formulation

The formulation of the proposed CALS-ALM:

PHR penalty function:



Experiments

Datasets:

● Image classification: Tiny-ImageNet, ImageNet
● Long-tailed image classification: ImageNet-LT
● Semantic segmentation: PASCAL VOC 2012
● Text classification: 20 Newsgroups

Metrics:

● Calibration: expected calibration error (ECE) and its variant, Adaptive ECE (AECE)
● Discrimination: 

○ Accuracy (ACC) for classification
○ Mean interaction over union (mIoU) for segmentation



Experiments
● Best calibration performance with almost no cost in accuracy



Experiments

● Visualization of learned multipliers



Experiments



Conclusions

● Propose a modified Augmented Lagrangian Multiplier method for calibrating 
DNNs, where adaptive class-wise multipliers are introduced.

● Demonstrate that the optimizer matters significantly for model calibration, and 
encourage more future research in this direction



Thank you !
Code  : https://github.com/by-liu/CALS

Bingyuan Liu : https://by-liu.github.io

https://github.com/by-liu/CALS
https://by-liu.github.io

