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Overview
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● Implicit Neural Representations (INRs) are 
effective for 2D or 3D scene representation and 
are further extended as a generative model.

● Sinusoidal position encoding : positional 
embedding can limit large dataset representation.

● We propose Polynomial Implicit Neural 
Representation (Poly-INR) and design an MLP 
model for the approximation of higher-order 
polynomials.

● Poly-INR as a generative model performs 
comparably to the state-of-the-art CNN-based 
generative models on the ImageNet dataset.



Implicit Neural Representation (INR)

● Benefits of such representation:
○ Memory efficient
○ Better gradients or higher order 

derivatives computation
○ Solving inverse problem
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Sitzmann et al. “Implicit neural representations with periodic activation functions”, Advances in Neural Information Processing Systems (2020).
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● Classical signal representation: discretize 
pixel value, point cloud, discretize 
amplitude.

● Implicit neural representation (INR): 
Multi-Layer Perceptron (MLP) is trained to 
generate the signal.



Tancik et al. “Fourier features let networks learn high frequency functions in low dimensional domains”, Advances in Neural Information Processing Systems (2020).
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Implicit Neural Representation (INR)

● ReLU-based MLP only retains low-frequency information. 

● Periodic function based positional encoding is used for high frequency representation.

● Positional encoding is limiting for large dataset representation for two reasons: 

○ Size of the encoding space is limited and low dimensional. 

○ Conventional CNN based generative model first represents low frequency information 
like shape in the initial levels and progressively adds high frequency information.



Polynomial Implicit Neural Representation
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● Polynomial representation:

where (x, y) is the normalized pixel location and polynomial coefficients gpq
are parameterized by a latent vector z. 

● Positional embedding of the form xpyq to approximate a higher-order 
polynomial can be limiting due to finite size of embedding space.

● Hence, we progressively increase the polynomial order in the network and let 
it learn the required orders.

● We use element-wise multiplication with the affine-transformed coordinate 
location at different levels, giving the network flexibility to flexibility to 
increase the order as required.

● Model is trained as a Generative Adversarial Network (GAN).



Polynomial Implicit Neural Representation

• Mapping network takes the latent code z ∈ R64 and maps it to the affine 
parameter space W ∈ R512, consists of consists of an MLP with two linear layers.
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• Synthesis network generates the RGB value for given pixel location.
• Synthesis Network: 



Quantitative Results 
● Comparison against CNN-based GANs (Big- GAN and StyleGAN-XL) and diffusion 

models (ADM and DiT-XL) on the ImageNet dataset.
● Metrics: Frechet Inception Distance (FID), Inception Score (IS), Precision (Pr) 

and Recall (Rec).
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Sauer, Axel, Katja Schwarz, and Andreas Geiger. "Stylegan-xl: Scaling stylegan to large diverse datasets." ACM SIGGRAPH 2022 conference proceedings. 2022. 
Dhariwal, Prafulla, and Alexander Nichol. "Diffusion models beat gans on image synthesis." Advances in Neural Information Processing Systems 34 (2021) 
Peebles, William, and Saining Xie. "Scalable Diffusion Models with Transformers.”. 2022



Generated Samples
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Interpolation
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Poly-INR provides smooth interpolation in affine parameters space.



Shape Mixing

Source A Source B Fine-to-coarse
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Copying the affine parameters of source A to source B at lower levels (0-5) brings 
change in the shape



Style Mixing

Source A Source B Fine-to-coarse
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Copying the affine parameters of source A to source B at higher levels (5 - 9) brings a 
change in the style



Thank You
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