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Overview

 Task: 2D Human Pose Estimation. 

 Heatmap to Regression distillation !

 Greatly boost performance of regression-based student.

Code Paper



Human Pose Estimation

 2D Human Pose Estimation
 Aims to detect the coordinates of human’s anatomical joints in a given image.

 Multi-person : Top-Down.



Background

 Heatmap-based Methods
 Pros : 2D distribution info ; higher accuracy

 Cons : Extra post. , non-end-to-end training ; higher computational cost

 Regression-based Methods
 Pros : Faster ; simpler ; no need for high resolution feature

 Cons : Much poor accuracy

Pros in accuracy, Cons in speed

Pros in speed, Cons in accuracy

Pros in information, Cons in structure

Pros in structure, Cons in information

Pros in both speed and accuracy,
Pros in both information and structure



Previous Works

 Heatmap-based Pretrained Model[1]

 Heatmap Auxiliary Training[2]

[1] Li J, Bian S, Zeng A, et al. Human pose regression with residual log-likelihood estimation[C]//Proceedings of the IEEE/CVF International Conference on Computer Vision. 2021: 11025-11034.

[2] Tian Z, Chen H, Shen C. Directpose: Direct end-to-end multi-person pose estimation[J]. arXiv preprint arXiv:1911.07451, 2019.

Not Align !



Framework

 Teacher : heatmap-based model

 Student : regression-based model

 Distillation：
 Token-Distilling Encoder (TDE)

 Simulated Heatmaps



DistilPose

 Token-Distilling Encoder (TDE)
 ViT-like structure. 

 Tokenization, align feature space. 



DistilPose

 Token-Distilling Encoder (TDE)
 ViT-like structure. 

 Tokenization, align feature space. 

Student learns 
information more 
focused on human 

body itself, and 
achieves higher 

performance

TDE can learn the 
relationship between 
keypoint-tokens and 
visual-tokens of the 

corresponding position



DistilPose

 Simulated Heatmaps
 Basic Distribution Simulation

 Confidence Distillation



DistilPose-Simulated Heatmaps

 Basic Distribution Simulation
 Aims to learn the distribution information contained in teacher heatmaps.



DistilPose-Simulated Heatmaps

 Confidence Distillation
 Most of previous regression-based methods (except RLE[3]) can’t provide a 

available confidence score. 

 DistilPose provide a novel method to predict achieve this goal. 

[3] Li J, Bian S, Zeng A, et al. Human pose regression with residual log-likelihood estimation[C]//Proceedings of the IEEE/CVF International Conference on Computer Vision. 2021: 11025-11034. 



DistilPose

 Loss

Total Loss：



Experiments

 Main Results on MSCOCO

MSCOCO val2017 MSCOCO test-dev2017

MSCOCO val2017



Experiments

 Comparison between student and teacher.



Experiments

 Ablation Studies.



Conclusion

 We propose a novel HPE framework, termed DistilPose.

 DistilPose  includes a Token-Distilling Encoder and a Simulated 
Heatmaps to perform heatmap-to-regression knowledge distillation.

 DistilPose achieved state-of-the-art performance among regression-
based methods with a much lower computational cost.

 Code: https://github.com/yshMars/DistilPose

 Paper: https://arxiv.org/abs/2303.02455
Code Paper

https://github.com/yshMars/DistilPose
https://arxiv.org/abs/2303.02455


Thank you for your attention !


